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1. INTRODUCTION
Signal processing for a two-camera system of  
machine vision is an important research issue. 
Two-camera systems are an important particular 
type of  multi-camera systems. These systems 
can be used to debug various image processing 
algorithms for generalization to an n-camera 
system. The most well-known examples of  the 
application of  such systems are:
1.	 Improving image quality. Shooting a single 

scene using cameras with different focal 
lengths allows creating a high-quality image 
over a wide range of  distances. Such a system 

has much smaller dimensions than a system 
with a mechanical change in the focal length of  
the lens ("optical zoom"). And such a system 
is characterized by higher image quality than a 
system with optical super-resolution ("digital 
zoom") [1].

2.	 Restoration of  the three-dimensional 
shape of  an object from two-dimensional 
projections (images): reconstruction of  
buildings, determination of  the position of  
contact wires on tram and railway transport, 
restoration of  human posture [2], three-
dimensional reconstruction of  the earth 
surface by unmanned aerial vehicles [3,4].

3.	 Reconstruction of  panoramic scenes to obtain 
an expanded field of  view compared to the 
field of  view of  single cameras [5,6].
The solution to these problems is connected 

with the superposition of  images. Shooting by 
two cameras happens synchronously, the images 
in the intersecting fragment contain the same 
two-dimensional signal (note: this assumption 
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is true if  the scene is "conditionally flat" and 
shooting from different angles is equivalent to a 
homography  transformation of  images).

This feature defines the following criteria for 
superposition:
•	 by the maximum correlation coefficient 

(note: a similar criterion for the minimum of  
the Euclidean distance requires preliminary 
normalization to suppress additive and 
multiplicative components [7];

•	 by the maximum of  matching contour points 
[8,9];

•	 by the maximum of  matching feature points 
[10,11].
The superposition algorithm will have certain 

noise immunity and processing time depending 
on the criterion.

The requirements for superposition 
algorithms are very high. One of  the requirements 
of  the machine vision system is real-time image 
processing.

However, this requirement can be satisfied 
if, firstly, the criterion provides appropriate 
performance, and secondly, the signal-to-noise 
ratio is above a certain threshold that determines 
the potential noise immunity of  the criterion. 
Otherwise, the solution to the problem with the 
required processing time, but for highly noisy 
images, cannot be obtained.

Due to these prerequisites, the relevant issues 
for the task of  superposition are:
•	 recommendations making for the a criterion 

depending on the signal–to-noise ratio,
•	 prediction of  processing time depending on 

the criterion.
This article is devoted to the research of  these 

issues.
2. OVERVIEW OF RELEVANT WORKS
The main requirement for machine vision systems 
is a limited image processing time. Therefore, 
the researchers search various ways to increase 
the processing speed: reducing the number 
of  hypotheses, using statistical and geometric 
features of  images, switching from iterative to 
analytical methods.

The authors of  [12,13] proposed image 
compression based on a "pyramid representation" 
in order to increase the working range of  the 
analytical method for offset estimating based on 

optical flow. However, this method is used for 
superposing a sequence of  images for tracking of  
a moving object. And practically it is not used for 
superposition images with significantly different 
scales.

Articles [9,14] describe a method based on 
the comparison of  feature contour points, and 
the number of  matched contour points is used 
as a metric. However, the number of  hypotheses 
(set of  feature contour points), even on a limited 
number of  points, is very large, and the developed 
method can be used to solve the problem in 
the "post-processing" mode. The idea can be 
upgraded to significantly reduce processing time. 
Hypotheses can be formed not by brute force, 
but by using a preliminary matching of  points 
using descriptors.

Algorithms [15-17] use this principle to 
determine an unambiguous matching between 
pairs of  feature points. The disadvantage of  
this approach is high probability of  incorrect 
matching. The probability is at least 0.05 according 
to a researcher by the authors.

The RANSAC (random sample consensus) 
method [17-19] solves this problem. It allows 
making a limited number of  hypotheses and 
repeatedly reducing the probability of  incorrect 
matching.

Among the methods that reduce the probability 
of  incorrect matching of  feature points, the 
technique of  rejection of  fragments is often used 
if  they are uninformative. As a rule, if  all pixels 
of  a fragment belong to a very narrow brightness 
range, then the fragment is uninformative. An 
example is the dispersion of  a fragment below a 
certain threshold [20].

Another way [21] that allows significantly 
increasing the processing speed is superposition 
by projections (the sum of  brightness along 
the rows/columns). However, significant 
performance of  this method is achieved only for 
large images.

There is a lot of  research for solving the 
problem of  increasing the processing speed for 
images superposition. However, they do not 
have a comparative analysis of  noise immunity 
and processing speed, which depend on the 
superposition criterion. The main focus of  the 
articles is the presentation of  the developed 

ALFIYA A. DIYAZITDINOVA INFORMATION TECHNOLOGIES



309

RENSIT | 2024 | Vol. 16 | No. 2

algorithms, techniques and methods that allow 
solving an applied problem.

The article is devoted to the methodology 
for systematization of  this field of  research. 
The aim of  the research is association defining 
between noise immunity, processing time and the 
superposition criterion.
3. SUPERPOSITION METHOD
The method [22] was developed to image 
superposition by the comparison of  feature 
image points. The difference from the SIFT 
(scale-invariant feature transform) algorithm is 
the making of  a point descriptor based on a log-
polar transformation of  the neighborhood of  a 
feature point.

As stated before, the image superposition 
model is described by a homography 
transformation model.

The homography transformation model 
describe as:
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One of  the ways to reduce the probability of  
incorrect matching is geometric constraints based 
on the relative location of  feature points in the 
images.

These constraints were formulated in 
accordance with the assumption that if  four points 
in the first image define a convex quadrilateral, 
then the same four points in the second image 
will also be a convex quadrilateral.

Geometric constraints are shown in Fig. 1.
The physical meaning of  geometric constraints 

is as follows:
1.	 The constraint by location of  feature points 

means that point "1" must have the minimum 
coordinate value on both axes, and point "3" 
must have the maximum.

2.	 The constraint by angle means that a line 
passing through points "1" and "3" must be 
located between lines passing through points 
"1" and "2", "1" and "4".

3.	 The constraint by distance means that the 
distance between points "1" and "3" (r13) must 
be greater than "1" and "2" (r12), "1" and "4" 
(r14), as well as the distance r12/r14 must belong 
to the interval [m1·r13, m2·r13], where m1, m2 are 
coefficients (m1 = 0.4; m2 = 0.6).
The concept of  "unique" feature points (part 

of  the SIFT method) should be used to reduce 
processing time. If  two similar fragments are 
present in the image in the neighborhood of  the 
feature points, then such feature points will be 
removed from the analysis. This allows making 
only one pair of  points that can be matched 
between images. An increase in the number of  
matched feature points leads to an increase in the 
number of  hypotheses.

The RANSAC is used to exclude incorrect 
point pair matching that occurs during image 
processing. The method provides verification of  
only a limited number of  hypotheses (note: the 
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Fig. 1. Geometric constraints: constraint by location of  feature points (a), constraint by angle (b), constraint by distance (c).
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number of  hypotheses is limited to 100 cycles in 
the experiments).

4. SUPERPOSITION CRITERIA
The parameters estimation is determined by a 
criterion.

Three criteria were investigated in the article.
1. The maximum correlation coefficient:

( )( )ˆ arg max ,R
θ

θ θ=  (3)

where θ is a hypothesis representing a set 
of  transformation parameters for image 
superposition; for homography: θ = {h11, h12, 
…, h32}; R(θ) is correlation coefficient that 
correspond to the hypothesis θ; θ̂  is estimation 
of  superposition parameters.

The equation for calculating the correlation 
coefficient is
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where F(xi, yi) is the first image; G*(xi, yi) is the 
second image after transformation according to 
hypothesis θ, (xi, yi) is pixels coordinates; N is the 
number of  pixels.

2. The maximum of  matching contour points:
( )( )ˆ arg max ,S

θ
θ θ=  (5)

where S(θ) is the number of  matching contour 
points according to hypothesis θ.

The matching contour points cannot 
be calculated analytically, as the correlation 
coefficient. The matching contour points are 
determined as a result of  processing. The distance 
from each point of  contour No. 1 to all points of  
contour No. 2 is calculated and the "nearest" is 
determined. If  the distance between the "nearest" 
points is less than a certain threshold, then the 
points are matched.

However, calculating the distances between 
all points is too computationally expensive. 
If  the point of  contour No. 2 lies inside the 
neighborhood of  the point of  contour No.  1, 
then the points are matched (Fig. 2). The size of  
the neighborhood is determined by the threshold.

Fig. 2 shows two possible options. Two points 
of  contour No. 2 are located in the neighborhood 
of  contour point No. 1 in the image on the left. 
This means that one of  them is matching. None 
of  the points of  contour No.  2 lies inside the 
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neighborhood of  contour point No. 1 in the 
image on the right. This means that there is no 
match.

3. The maximum of  matching feature points:

( )( )ˆ arg max ,B
θ

θ θ=  (6)

where B(θ) is the number of  matching feature 
points according to hypothesis θ.

The number of  matching feature points is 
determined in the same way as contour points.
5. NUMERICAL SIMULATION
The experiment included 100 images for three 
types of  scenes:
•	 images with buildings which characterized by 

periodically repeating texture fragments (for 
example, images of  windows);

•	 the surface of  the earth which shoot by an 
unmanned aerial vehicle or a remote sensing 
satellite which characterized by areas with 
uniform brightness (note: such areas are 
characterized by "reduced informative");

•	 nature scenes (mountains, lakes, hills, etc.) 
which are characterized by absence of  textural 
fragments.
An example of  an image [23] with a nature 

scene and the result of  the superposition is shown 
in Fig. 3.

The error of  image superposition was 
determined as follows. Additive noise with a 
power in accordance with the signal-to-noise ratio 
was added to the image. And the superposition 
parameters were calculated in accordance with 
the processing procedure.

The noise power Dn was calculated as follows:

2 ,s
n

DD
h

=  (7)
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Fig. 2. The principle of  matching contour points in 
images: match (left) and do not match (right).
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where Ds is the variance of  brightness of  image 
pixels, h2 is signal-to-noise ratio.

The results of  the experiment with the same 
noise power were averaged. Plots of  the error 
dependence from the signal-to-noise ratio and 
from the criterion were made by the measurements.

The criteria were compared by a reference 
superposition (note: the reference superposition 
was determined for zero power of  noise). The 
methodology was specially developed to estimate 
the superposition error.

The principle of  comparing various 
superpositions is shown in Fig. 4. The original 

image was aligned with the "grid". The position 
of  the "grid" points changes according to the 
superposition parameters. The smaller the 
position of  the grid points after processing will 
differ from the position of  the points of  the 
reference grid, the smaller the error will be. The 
quantitative measure is the root-mean-square 
value:

( ) ( )2 2

1

ˆ ˆ
,

N

i i i i
i

x x y y
SKV

N
=

− + −
=
∑  (8)

where (xi, yi) is grid's coordinates of  reference 
superposition, ( )ˆ ˆ,i ix y  is grid's coordinates after 
processing, N is the number of  grid points.

The results of  numerical simulation for three 
images (one from each type) are shown in Fig. 5.

Note: SKV  is the root-mean-square value 
averaged for experiments with the same noise 
power.

The relative processing time for the criteria is 
shown in Table 1

The experiment involved images with 
different resolutions and different "overlap", 
which significantly affects the processing time 
even when using the same criterion. Therefore, 
the measurements are shown in the table in 
relative units, where the value "1" corresponds to 
the shortest processing time.
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Fig. 3. An example of  processed images and a superposition.

[1] – no transform; H – reference transform; Ĥ  
– estimation parameters for alignment; 



 – grid 
point after reference alignment; •  – grid point after 
estimation alignment.

Fig 4. Error estimation of  superposition.

Fig. 5. The dependence of  the error on the signal-to-noise ratio for images: buildings (a), the surface of  the earth (b), 
a scene of  nature (c).

                               a                                                          b                                                           c

CRITERIA FOR IMAGE SUPERPOSITION IN A 
TWO-CAMERA TECHNICAL VISION SYSTEM
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6. FINDINGS
The experiments allow making the following 
conclusions.

1. The criterion of  the maximum correlation 
coefficient has the greatest noise immunity, and 
the criterion of  the maximum of  matched contour 
points has the least noise immunity.

2. The criterion of  the maximum of  matched 
feature points is characterized by the minimum 
processing time, and the criterion of  the 
maximum correlation coefficient is characterized 
by the longest time.

3. Comparison of  criteria by errors shows 
qualitative differences between the criteria, but 
at the same time it was not possible to identify 
quantitative values by the plots. However, a 
more detailed analysis of  the images revealed the 
following patterns:

– fragments of  uniform brightness (fragments 
with low information) have the greatest "negative" 
effect on the criterion of  the maximum correlation 
coefficient; such fragments can be superpose in 
various ways and at the same time the influence 
to the correlation coefficient will be significant 
regardless of  the superposition parameters; in 
other words, two homogeneous fragments can be 
superpose in various ways and in each case they 
will be similar;

– the number of  contour points negatively 
affects the criterion of  the maximum of  
matched contour points; in the criterion of  
the maximum of  the correlation coefficient, 
each pixel of  the image contains information 
about brightness, and set pixels define the 
matching of  fragments, but in the criterion of  
the maximum of  matched contour points, the 
more contour points, the higher the probability 
of  random matched of  points.

4. The criterion of  matched contour points 
will be effective if  the contour of  the image 
is informative. This ensures a high-quality 

superposition of  images. The question of  
informativeness estimation of  the contour is 
open. For example, the authors of  article [9] have 
developed a method for images superposition of  
the earth's surface, which allows pre-identifying 
contours belonging to the same object, instead 
of  using "standard" algorithms for contour 
recognition [24]. Another example of  the use of  
"informative" contours is the research for the 
superpose of  the medical images (ultrasound 
images, MRI, etc.) [14]. These images contain 
only a single contour, which limits the human 
organ.

5. The most useful criterion by noise immunity 
and processing time is the maximum of  matched 
feature points. The feature points are not located 
on fragments of  uniform brightness, and the 
number of  feature points can be automatically 
adjusted using a threshold to reduce the probability 
of  random matching of  points.

6. The developed method for estimation 
of  the superposition error is universal, which 
compares not only different criteria, but also 
different superposition algorithms.

7. The developed method allows estimating 
the boundaries by the value of  the signal-to-noise 
ratio at a given "permissible" superposition error 
for various criteria.

7. CONCLUSION
The choice of  criteria for image superposition 
must satisfy two contradiction requirements. 
On the one hand, the requirement to minimize 
processing time means applying criteria with a 
minimum amount of  calculations, and on the other 
hand, the requirement of  high noise immunity 
means direct comparison of  images, which 
determines the largest number of  calculations.

The main result of  the research is that the 
initial assumption that the criterion of  the 
maximum correlation coefficient is preferable 
for superposition noise immunity is true only 
for some types of  images. The criterion of  the 
maximum of  matching feature points provides in 
some cases almost the same noise immunity. But 
this criterion ensures a minimum processing time. 
And in most cases, this fact is a decisive argument 
for machine vision systems.

INFORMATION TECHNOLOGIES

Table 1
Relative processing time

Criterion Maximum 
correlation 
coefficient

Maximum 
of matching 

contour points

Maximum 
of matching 

feature 
points

Relative 
processing 
time

500...2000 20...800 1

ALFIYA A. DIYAZITDINOVA
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The second important result of  the research 
is that it is necessary to focus on the informative 
features of  images. A large number of  contour 
points or processing of  image fragments of  
uniform brightness can significantly "negative" 
affect the result of  the superposition.

The developed methodology for estimating 
the error of  image superposition can be used 
as an objective assessment tool, because the 
superposition parameters determine the error 
directly, and not indirectly.

The results will be used for further research 
for developing methods and algorithms of  
superposition for machine vision systems.
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