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Physically realizable reconstruction of  a continuous signal after 
sampling
Andrey N. Degtyarev, Igor L. Afonin, Alexander L. Polyakov
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Abstract: It is proposed to describe signals in a physically realizable basis. Correlation 
functions of  impulse characteristics of  physically implemented filters are used as basic 
functions. To obtain analytical expressions of  the functions of  the proposed physically 
realizable basis, it is proposed to use inverse Fourier transforms from approximations 
(Butterworth, Chebyshev, etc.) of  the squares of  the amplitude-frequency 
characteristics of  normalized low-pass filters. The basis, functions are copies of  the 
indicated correlation functions of  the impulse characteristics, shifted relative to each 
other by the same time interval, which is the sampling interval. It is shown that there 
is a sampling theorem in the space of  the introduced functions. The exact restoration 
of  the signal is possible if  the functions of  the considered basis have the property of  
readability. In this case, the considered basic functions are functions of  counts and are 
not physically implemented. To reduce the error of  restoring a continuous signal from 
its readings using the proposed basis, it is necessary to increase the order of  the filter, 
the pulse characteristics of  which are used in the formation of  the basis. To restore 
a continuous signal, its samples must be fed to two cascaded filters. The first filter 
must have an impulse response, the correlation function of  which is used to form a 
physically realizable basis. The second filter must be matched to the impulse response 
of  the first filter.
Keywords: sampling, sampling theorem, pulse characteristic of  the filter, correlation function
UDC 621.376.5
For citation: Andrey N. Degtyarev, Igor L. Afonin, Alexander L. Polyakov. Physically realizable reconstruction 
of  a continuous signal after sampling. RENSIT: Radioelectronics. Nanosystems. Information Technologies, 2024, 
16(1):3-10e. DOI: 10.17725/j.rensit.2024.16.003.
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1. INTRODUCTION
V.A. Kotelnikov's sampling theorem 
represents band-limited signals in the series 
form based on sampling functions. The series 
coefficients are signal samples taken at times 

that are multiples of  the sampling interval 
α = 1/(2fm), where fm – maximum frequency in 
the signal spectrum. The sampling functions 
have the property that when one of  them 
reaches its maximum, the other is equal to 
zero. To restore a continuous signal from 
its samples, delta pulses weighted by signal 
samples are applied to an ideal low-pass filter 
(LPF). However, ideal LPFs are not physically 
realized, so Butterworth filters are used as 
such low-pass filters. The impulse response 
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of  Butterworth filters does not have the 
specified property of  sampling functions 
[1,2,3,13,14,15].

Let’s consider the features of  discretization 
and recovery of  signals in the basis of  
physically realizable equidistant functions.

2. MAIN PART
Let the equidistant functions φn(t) = φ0(t – nα) 
are orthonormal with weight equal to one. Then 
some function f(t), which spectral density is equal 
to

j ( )( j ) ( )e ,fF F θ ωω ω=

can be lined up

( ) ( ).n n
n

f t y tϕ
∞

=−∞

= ∑

Since the basic functions are equidistant φn(t), 
then

j ( ) -j
0( j ) ( )e e ,n

n
ϕθ ω ω αω ωΦ = Φ

and the discrete Fourier transform f(t) provides 
dependence
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The mean square of  the approximation error f(t) 
in series is defined as
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Based on the Parseval’s identity (2), one can 
rewrite in the form
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One can transform the resulting expression 

and obtain
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Let’s consider that F(ω) = Φ0(ω), and obtain 

where
j( ( )- ( ))2 2 j

0 0

-j( ( ) ( ))2 -j 2 2
0 0

2 j ( ) j
0

-j ( ) -j 2

1 [ ( ) ( )e e
2

( )e e ( ) ]d

1 ( )[1 e e
2

 e e ]d ,

f

f

n
n

n

n
n n

n n

n
n

n

n
n n

n n

I y

y y

y

y y

ϕ

ϕ

θ ω θ ω ω α

θ ω θ ω ω α

θ ω ω α

θ ω ω α

ω ω
π

ω ω ω

ω
π

ω

∞ ∞

=−∞−∞

∞ ∞
−

=−∞ =−∞

∞ ∞
∆

=−∞−∞

∞ ∞
∆

=−∞ =−∞

= Φ −Φ −

−Φ +Φ =

= Φ − −

− +

∑∫

∑ ∑

∑∫

∑ ∑
where ∆θ(ω) = θf(ω) – θφ(ω).

Since the coefficients yn are delta-correlated 
with each other, one can have

2 j ( ) j
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1 ( )[2 e e
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Taking into account the evenness of  the function   
2
0 ( )ωΦ  and the oddness of  the function ∆θ(ω) as 

well as the fact that the integration is performed 
over infinite limits, one can get
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The same expression can be obtained 
when the functions φn(t) are orthogonal, 
without considering the coefficients yn as 
delta-correlated.

In order for the mean square of  the error 
to be equal to zero, the condition must be 
satisfied
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which is possible if
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Consider the coefficient value yn
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Based on the Parseval’s identity, one can write 
down
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From comparison (4) and (3) it becomes 
obvious that equality (3) is an identity. Therefore, 
the mean square of  the signal approximation 
error (2) equals zero.

Expression (4) can be rewritten as

j
0

1 1 ( j ) ( j )e d
2

1 ( ),

n
n

f

y F
E

R n
E

ω α

ϕ

ϕ
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where 0( ) ( ) ( )dfR n f t t n tϕ α ϕ α
∞

−∞

= −∫  – the values of  
the correlation function of  the signal f(t) and the 
function φ0(t), taken at time points nα (n = 0, 1, 
2,...).

In order to determine the value of  α, some 
requirements must be applied to the properties 
of  the signal f(t).

So, if  one assumes that the signal f(t) 
is limited in frequency by the maximum 
frequency ωm, then the famous sampling 
theorem is obtained

Indeed, since the signal is represented as a 
series

0( ) ( ),n
n

f t y t nϕ α
∞

=−∞

= −∑
then its spectral density is equal to (1)

Subsequently, one can write

j[ ( ) ( )] j

0

( j ) e e .
( j )
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F yϕθ ω θ ω ωαω
ω

∞
− −

=−∞

= =
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The expression je n
n

n
y ωα

∞
−

=−∞
∑  represents a periodic 

function with a period 2π/α.

Since the ratio of  spectral densities 
0

( j )
( j )

F ω
ωΦ  is 

defined for [ , ],m mω ω ω∈ −  then (5) is possible 
only if
2 2 .m
π ω
α

=

where one can obtain
2 1 ,

2 2 2m m mf f
π πα
ω π

= = =  (6)

which corresponds to the sampling interval 
introduced by the sampling theorem.

In this case, the signal can be represented in 
series

0
1( ) .

2 2f
n m m

n nf t R t
E f fϕ
ϕ

ϕ
∞

=−∞

   
= −   

   
∑  (7)

If  the sampling functions are used as 
equidistant functions
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OF A CONTINUOUS SIGNAL AFTER SAMPLING
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then Eφ = π/ωm, and according to (5) on the 
interval [ , ],m mω ω ω∈ − one can have
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The coefficients of  the series in this case are 
defined as
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then equality (8) is rewritten in the form
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Hence one can get
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Thus, the band-limited signal is expanded 

into a series of  sample functions as follows

0( ) ,
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f f

ϕ
∞

=−∞
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∑

which corresponds to the sampling theorem.
It is worth noting the sampling theorem 

is obtained proceeding from the general 
approximation positions of  functions in series in 
equidistant functions. The assumptions that led 
directly to the sampling theorem were: firstly, the 
signal must be limited in frequency and, secondly, 
the sampling functions are used as equidistant 
functions [4,5,6,7].

Therefore, the signal expanded in a series of  
equidistant functions can be written as

( ) ( )0
1( ) .f

n
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E ϕ
ϕ
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It is rational to determine the dependence 

of  the coefficients in the series on the signal 
samples.

Let’s take the mth sample of  this signal
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Using the filtering property of  the delta 
function, one can get
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So, the mth sample of  the signal f(t) is calculated 
through the values of  the cross-correlation 
function of  the signal f(t) and the function φ0(t) 
rather complicated (9), using a discrete filter with 
an impulse response φ0(mα).

Let’s consider what requirements can be 
imposed on the function φ0(t) to simplify the 
practical definition of  the mth sample of  the 
signal f(t).

Since Rfφ(nα) are readings of  the correlation 
function of  the signal f(t) and the function φ0(t) 
one can write
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k – l) and one can obtain
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One takes into account that
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0 0[ ] [( ) ] [( ) ],
l

l l m k R m kϕϕ α ϕ α α
∞

=−∞

+ − = −∑
where Rφ[(m – k)α] – samples of  the correlation 
function of  the elementary signal φ0(t), taken at 
times (m – k)α, and one will get

1( ) ( ) [( ) ].
k

f m f k R m k
E ϕ
ϕ

α α α
∞

=−∞

= −∑  (10)

Let’s introduce the replacement n = m – k (k = 
m – n) and one can obtain

1( ) [( ) ] ( ).
n

f m f m n R n
E ϕ
ϕ

α α α
∞

=−∞

= −∑  (11)

For this equality to be an identity, it is 
necessary that for all n ≠ 0 the readings of  the 
correlation function Rφ(nα) = 0.

Using the formulated requirement for the 
correlation function Rφ(nα), one can transform 
the right side of  equality (11)

1 1( ) (0) ( ) ( )f m R f m E f m
E Eϕ ϕ
ϕ ϕ

α α α= =

and conclude that (11) is an identity.
Take a note that from the point of  view of  

linear transformations, equality (11) is a linear 
discrete transformation with a reproducing 
kernel. The transformation kernel is the 
expression Rφ[(m – k)α].

Expression (11) gives reason to believe that 
the series, which coefficients are signal samples, 
should be built only using functions that have 
the character of  equidistantly biased correlation 
functions of  the impulse responses of  linear 
systems:

1( ) ( ) ( ).
k

f t f k R t k
E ϕ
ϕ

α α
∞

=−∞

= −∑  (12)

Take into account that this expression 
agrees with the sampling theorem. Indeed, the 
correlation function of  the function

0
sin( ) m

m

tt
t
ωϕ

ω
=

equals

sin sin ( ) sin( ) d .
( )

m m m

m m m

t tR t
t tϕ
ω ω τ ω ττ

ω ω τ ω τ

∞

−∞

−
= =

−∫  (13)

Substituting (13) into (12) leads to the 
eminent sampling theorem.

Let’s expand the signal f(t) in a series of  
orthogonal functions
φn(t) = φ0(t – nα) = Rφ(t – nα)
such that Rφ(0) ≠ 0 and Rφ(nα) = 0, if  nα ≠0.

Let’s consider that the modulus of  the 
spectral density of  the signal f(t) is equal to the 
modulus of  the spectral density of  the functions  
Rφ(t – nα).

One can get

( ) ( ).n
n

f t y R t nϕ α
∞

=−∞

= −∑  (14)

Let us determine the coefficient of  the series 
ym

1 1( ) ( )d ( ),m fR
R R

y f t R t m t R m
E Eϕ α α

∞

−∞

= − =∫  (15)

where 2

-

( )d ,RE R t n tϕ α
∞

∞

= −∫
RfR(mα) – mth count of  the cross-correlation 
function of  the signal and the function Rφ(t).

Expression (14) can be written as

1( ) ( ) ( ).fR
nR

f t R n R t n
E ϕα α

∞

=−∞

= −∑
Let us determine the mth sample of  the signal 

f(t)

( ) ( )

( ) ( ) ( )d

1 ( )d .fR
nR

f m f t t m t

R n R t n t m t
E ϕ

α δ α

α α δ α

∞

−∞

∞ ∞

=−∞−∞

= − =

= − −

∫

∑∫
Using the filtering property of  the delta 

function, one can get

( )1( ) [( ) ].fR
nR

f m R n R m n
E ϕα α α

∞

=−∞

= −∑

Taking into account the specified properties 
of  the function Rφ(t), one will obtain

PHYSICALY REALIZABLE RECONSTRUCTION 
OF A CONTINUOUS SIGNAL AFTER SAMPLING
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( ) ( )1( ) (0) .fR fR
R

f m R m R R m
E ϕα α α= =

Thus, the coefficients ym are signal samples 
f(t), taken at times multiple of  α, and a series (14) 
can be rewritten as

( )( ) ( ).
n

f t f n R t nϕα α
∞

=−∞

= −∑  (16)

Let’s return to (15). One can rewrite (15) 
taking into account (14)

1 ( ) ( )d .m n
nR

y y R t n R t m t
E ϕ ϕα α

∞ ∞

=−∞−∞

= − −∑∫
Replacing the expression τ = t – nα and 

changing the order of  summation and integration 
allows to write down

( ) ( )1( ) d .n
nR

f m y R R n m
E ϕ ϕα τ τ α α τ

∞∞

=−∞ −∞

= + −∑ ∫
Under the integral sign in this equality there 

is the value of  the correlation function R2φ(t)  of  
the function Rφ(t), determined at the time t = nα 
– mα. One can write down.

( )2
1( ) .n

nR

f m y R n m
E ϕα α α

∞

=−∞

= −∑
In order to ym = f(mα), it is necessary to impose 

conditions on the values of  the correlation 
function R2φ(nα), similar to the conditions 
adopted for the values of  the correlation 
function Rφ(nα). That is,

2 2(0) 0  ( ) 0,   0.R and R n if nϕ ϕ α α≠ = ≠

It should be noted that for functions R2φ(t) 
and Rφ(t), that can be secured physically (for 
example, as correlation functions of  the impulse 
responses of  linear physically realizable systems), 
these requirements are met with a certain error 
(Fig. 1). In addition, the system of  functions 
obtained by biasing the correlation function   by 
time intervals multiple of  α is not orthogonal. 
Therefore, series (16) describes the signal 
approximately.

Thus, in order to approximately restore the 
signal from its samples, it is necessary to apply 
samples to two cascade filters, one of  which has 

an impulse response g(t), and the second one is 
consistent with this impulse response, and the 
correlation function of  the impulse response is 
equal to Rφ(t).

The shift interval of  equidistant functions, 
according to which the signal is decomposed (it 
is the very discretization interval) is chosen based 
on the given value of  the mean square error (2) 
of  the approximation f(t) in series.

In addition, the shift interval of  equidistant 
functions can be chosen taking into account the 
periodicity of  the discrete signal spectrum. The 
period of  the spectrum is related to the upper 

ANDREY N. DEGTYAREV, IGOR L. AFONIN, ALEXANDER L. POLYAKOV

a

b

1 – function sinct; normalized correlation 
functions of  impulse characteristics of  the 
normalized low-pass Butterworth filter: 2 – 20th 
order; 3 – 10th order; 4 – 4th order.

Fig. 1. The function sinct and normalized correlation 
functions of  impulse characteristics of  the normalized 

low-pass Butterworth filter.
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frequency of  the signal spectrum taken into 
account, i.e. with the upper considered cutoff  
frequency of  the filter which impulse responses 
are considered [10,11,12].

3. CONCLUSION
In order to approximately restore the signal from 
its samples, it is necessary to apply samples to 
two cascade filters, one of  which has an impulse 
response g(t), and the second is consistent with 
this impulse response. The correlation function 
of  the impulse response must have a correlation 
function R2φ(t), the one that R2φ(0) ≠ 0 and 
R2φ(nα) = 0, if  nα ≠ 0.

Since in practice it is impossible to 
implement filters with similar impulse 
responses, the signal recovery will occur with 
some error. This error can be reduced by 
choosing the appropriate reconstruction filter 
order and sampling interval.
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1. INTRODUCTION
There are two main types of  imaging 
technologies – digital and optical. Optical 
image processing is a technology that uses 
optical means and devices to perform 
analog computational processing and 
transmit image information. Optical image 
processing is characterized by the ability 
to process in real time up to the speed 
of  light. At the same time, optical analog 
computing has natural parallel characteristics. 
Digital imaging actually uses a set of  digital 
matrices to objectively depict objects. Digital 
image processing is also called computer image 
processing, but usually must be combined 
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with software algorithms and hardware co-
processing. However, this technology has 
disadvantages: high hardware requirements 
and relatively low speed. In addition, the 
speed and power consumption of  standard 
electronic components are difficult to 
significantly improve. Thus, research into new 
photonic devices provides a potential way to 
overcome these limitations.

The rapid development of  nanotechnology 
has promoted scientific research and industrial 
applications of  micro-nanostructures. The 
optical properties of  micro-nanostructures 
have become one of  the hot spots of  
research in the field of  frontier optics, which 
has led to the emergence of  new disciplines 
such as nanophotonics, surface plasmon 
optics, metasurface, metamaterial optics, 
transformation optics, topological photonics, 
non-Hermitian optics, etc.

This introduction is necessary in order to 
show that the continuous improvement of  
numerous methods of  topological texture-
fractal processing (TTFP) of  signals and 
fields, first proposed by the author in the IRE 
AS USSR, starting from the 80s of  the 20th 
century, in modern radiophysics and radio 
electronics [1-9] implies a natural need to 
improve the speed of  information processing 
and the search for new physical principles 
for its implementation. Here, undoubtedly, 
the future belongs to the most characteristic 
photonic and radiophotonic technologies 
discussed below. Compared with traditional 
bulky optical analog differentiators, spatial 
differentiators based on metasurfaces (MS) 
have the advantage of  being simpler and 
more compact. Thus, modern optical analog 
computing can contribute to the development 
of  image processing technology in conjunction 
with electronic platforms.

The article also presents selected results 
in the field of  photonics, radio photonics and 
optical 2D metamaterials (MM), which were 

obtained by the author with Chinese scientists in 
the joint laboratory of  information technology 
and fractal signal processing in China [10-17] for 
the period 2019-2021.

2. SEVERAL DEFINITIONS
Let us recall several definitions necessary 
in the text. Photonics is a discipline dealing 
with fundamental and applied aspects of  
working with optical signals, as well as the 
creation of  various devices based on them; 
or another way: photonics is a branch of  
science that studies systems in which photons 
are information carriers. Nanophotonics 
is a branch of  photonics that examines the 
complex interactions between light and matter 
on a subwavelength scale. Photonic systems 
(compared to "electronic") are not subject 
to external electromagnetic fields, are more 
resistant to interference, and also have higher 
speed and signal bandwidth. Radio photonics 
(microwave photonics) is a complex of  fields 
of  science and technology related to the 
transmission, reception and conversion of  
signals using electromagnetic waves in the 
microwave range and photonic devices and 
systems. Radio-photonic methods will improve 
the functional design of  new generation 
equipment, eliminate many problems of  
electromagnetic compatibility, increase the 
speed and volume of  information transfer by 
a thousand or more times, and reduce weight, 
dimensions and energy consumption by an 
order of  magnitude.

Metamaterials (from the Greek µετα - 
beyond, outside) are artificially structured (man-
made) materials with unusual properties 
that are absent in natural materials [18]. 
Metamaterials (MM) and metasurfaces 
(MS) or 2D metamaterials have opened 
up vast opportunities for realizing new 
electromagnetic properties and functionalities 
through the creation of  subwavelength 
structures and the integration of  functional 
materials.

RADIOELECTRONICSALEXANDER A. POTAPOV
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All MSs can be divided into two types: a 
scattering type based on metal nanomaterials 
and a transmitting type based on nanostructures 
of  dielectric materials. Let's define computing 
metasurfaces as two-dimensional artificial 
nanostructures that are capable of  performing 
mathematical operations on the input 
electromagnetic field, including its amplitude, 
phase, polarized and frequency distributions 
[15,19]. Computational MSs have demonstrated 
remarkable capabilities in optical differential 
operations and edge-enhanced imaging. The 
most common are MMs in which the structure 
of  elements (meta-atoms several nanometers 
in size), size and distance between elements 
are significantly smaller compared to the 
wavelength of  the exciting field. In this case, 
the result of  the interaction of  individual 
elements leads to the fact that the properties 
of  the MM are determined not so much by 
the properties of  its constituent elements, but 
by the artificially created periodic structure. 
MSs, as a typical prototype device, consist 
of  artificial subwavelength structures over 
flat dielectric material surfaces that facilitate 
flexible control of  the amplitude, phase, and 
polarization of  electromagnetic waves. It can 
be said that MS is the root of  many fascinating 
topological phenomena in physics and exotic wave 
manipulations.

Note [20] that China has a special 
government program and in 2015 China 
became the world leader in the production of  
photonics devices.

3. PHYSICS AND DESIGN OF BASIC 
COMPUTING MP
MM-inspired structures continue to 
challenge our imagination and our physics 
and engineering foundations. They influence 
the interaction of  wave and matter at many 
frequencies and even in various fields of  
science and technology.

The concept of  computational 
metamaterials was first introduced in 2014 

in [21]: computational metamaterials are 
metamaterials that can perform desired 
mathematical operations on arbitrary 
waveforms as they propagate through it.

Here we will limit ourselves to physics 
and elementary mathematics exclusively of  
computational MSs. By designing the geometry 
of  dielectric MSs, optical analog computing 
devices with various functions, such as 
spatial differentiators [11,12,15,16,19,21-
24], integrators [25] and equation solvers 
[26,27] can be obtained. The introduction of  
dielectric MSs simplifies the manufacturing 
process and increases the design flexibility of  
optical analog computing devices compared 
to traditional multilayer film structures [24]. 
Despite the enormous interest in MS and 
the presence of  a large number of  English-
language reviews, this issue is practically not 
covered in the Russian-language literature, 
with rare exceptions [28,29]. This work, 
followed by a presentation of  our own results, 
partially fills this gap.

The main parameters of  MSs, by which 
they are compared with each other and with 
other optical devices, are efficiency and 
operating wavelength (see, for example, [28]). 
An electromagnetic wave hitting the MS is 
partially absorbed and scattered in different 
directions, and only part of  this wave is 
scattered in the desired direction. The ratio 
of  the intensity of  the electromagnetic wave, 
which propagates in the desired direction 
after passing through the MS, to the intensity 
of  the incident wave is called the efficiency 
of  the MS. The operating wavelength of  MSs 
is decreasing as technology develops, and 
currently it is in the visible range. Since the 
resonances in meta-atoms are quite narrow, 
MSs operate in a small frequency range, which 
they try to increase.

Classical processing of  optical signals, 
the so-called Fourier optics (or radio optics) 
using conventional lenses and spatial filters is 

RADIOELECTRONICS COMPUTATIONAL DIELECTRIC METASURFACES IN PHOTONIC 
TOPOLOGICAL DEVICES FOR MULTIDIMENSIONAL SIGNAL PROCESSING
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well known [30-32]. This type of  processing 
was widely used by the author back in the 
80-90s. XX century together with scientists 
from Voronezh State University to study all 
ensembles of  textural features of  optical 
and first radar (in the millimeter wave range) 
images of  land covers with objects [33-36].

Typically, a modulated light beam is 
targeted to an optical lens, which can perform 
a Fourier transform (FT); thus, the Fourier 
spectrum can be obtained at the back focal 
plane. Since edge information is represented 
by high-order Fourier components that are 
typically outside the domain of  the Fourier 
pattern, by carefully selecting these high-
order components, edge information can 
be extracted. Finally, real images containing 
the contour profile can be obtained using 
the Inverse Fourier Transform (IFT) using 
a different optical lens. Since all operations 
are performed as light travels, optical analog 
computing processes are much faster and 
consume much less power than the electronic 
method. Although the above-mentioned 
optical analog calculations of  spatial 
differentiation and edge detection are simple 
and straightforward, the large lens size is a 
critical issue for device integration. In optical 

lenses, the required wavefront is formed 
when radiation passes through a substance 
with a certain refractive index. The passage 
of  rays through the lens leads to a phase 
shift, and due to the continuous change in 
the thickness of  the lens, the phase acquires 
a gradient. According to Fermat's principle, 
the phase gradient leads to a change in the 
wavefront.

The use of  scattering and transmitting 
MMs for optical analog computing paves 
the way for the implementation of  fully 
integrated spatial filtering devices. The basic 
configuration is shown in Fig. 1 [15,21]. In 
this process, a two-dimensional gradient 
index (GRIN) dielectric slab was used to 
perform FT and output the Fourier spectrum. 
The required information was selected by an 
appropriately designed MM as a spatial filter, 
and IFT was implemented using another MM 
with a gradient index. As the first block, we 
consider a dielectric plate GRIN(+) with a 
two-dimensional gradient index, magnetic 
permeability μ = μ0 and parabolic change in 
dielectric constant ε(y) = ε0[1 – (π/2Lg)

2y2], 
where ε0 is the dielectric constant in the central 
plane GRIN, and Lg is the characteristic 
length.

ALEXANDER A. POTAPOV RADIOELECTRONICS

Fig. 1. The basic principle of  spatial differentiation and recognition of  MM and MS contours. (a) Information about the 
Fourier spectrum of  the input signal can be obtained by a block with a Fourier transform (FT) function. After passing through 
the MP, the output signal can be obtained using an inverse Fourier transform (IFT) operation. (b) Gradient index MM 

(GRIN) can be used to implement FT and IFT [37]. (c) Practical implementation of  the configuration [21].
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In Fig. 1c GRIN(+) denotes normal GRIN, 
where the (+) sign refers to positive dielectric 
constant values. In the paraxial approximation, 
the GREEN(+) plate operates as a Fourier 
transformer at the "focal" distance Lg along the 
propagation direction. For the inverse Fourier 
transform, i.e. GRIN(–) block, the ideal 
GRIN structure with negative parameters 
is used: permittivity μ = –μ0 and dielectric 
constant ε = –ε(y). Following the concept of  
complementary materials, GRIN(-) has the 
opposite functionality compared to GRIN(+); 
those. it acts as an inverse Fourier transform. A 
thin, properly designed metastructural screen 
of  thickness ∆ = λ0/3 and width W = 10λ0, 
placed between two GRIN structures with 
positive and negative parameters, can perform 
mathematical operations in the Fourier 
domain. GRIN(+) and GRIN(–), each of  
length Lg ≈ 12λ0, act as Fourier transforms and 
inverse Fourier transforms. Two MM designs 
are proposed: a thin MS formed by a single 
layer with specified dielectric and magnetic 
permeabilities [inset on the left, with the real 
(red) and imaginary (blue) parts of  the material 
parameters] and a realistic metatransmission 
array (MTA) formed by three layers of  
two alternating materials (silicon Si and 
aluminum-doped zinc oxide AlZnO) with a 
correctly specified non-uniform distribution 
of  their filling volume fractions and with 
the necessary losses to impart the desired 
attenuation (right inset). This system forms 
a computational unit MM that can perform 
selective mathematical operations on the input 
function as the wave propagates through the 
system. In [21], approaches to modeling the 
operations of  differentiation and convolution 
are considered.

Another method for spatial differentiation 
and edge detection is the Green's function 
(GF) method [15,21]. Using this method, 
no Fourier transforms are required, further 
minimizing the size of  the entire system. The 
critical point when using the GF method is 

to achieve a certain optical transfer function 
(OTF) T(kx, ky) with properly designed 
MSs. Typically, when an incident modulated 
light field Ein(x, y) hits a planar structure, 
both reflection and transmission exhibit 
polarization dependence. Therefore, the OTF 
of  an MS can be expressed using a 2×2 matrix 
that relates the input and output fields as 
follows:

( ) ( )
, , , ,

( ) ( )
, ,, ,

( ) ( ) ( ) ( )

( ) ( )( ) ( )

s s
x y ss x y sp x y in x y

p p
ps x y pp x yx y in x y

E k k T k k T k k E k k
T k k T k kE k k E k k

    
   =  
        

 

   (1)

In expression (1) kx and ky are components of  
the wave vector k, two polarizations of  s- and 
p-waves are considered and the polarization 
transformation with non-diagonal terms 
of  the OTF matrix is taken into account. 
Therefore, by intelligently tuning the MS, we 
can obtain a proper OTF that can realize the 
desired processing or operation on the input 
information for specific applications. In fact, 
the diffraction of  light is more significant at 
the edges of  the target, resulting in higher in-
plane wavenumbers. This means that if  we 
can achieve the OTF to transmit these higher 
wavenumber components while blocking the 
lower wavenumber components, then we can 
only have edge information at the output, 
leading to the implementation of  spatial 
differentiation and edge detection. Note that 
in optics and electrodynamics, an s-polarized 
wave (German senkrecht – perpendicular) has 
an electric field vector E perpendicular to the 
plane of  incidence. The s-polarized wave is 
also called σ-polarized, sagittally polarized, 
E-type wave, TE (Transverse Electric) wave. 
A p-polarized wave (lat. parallel – parallel) has 
an electric field vector E parallel to the plane 
of  incidence. A p-polarized wave is also called 
a π-polarized, in-plane polarized, H-type, or 
TM (Transverse Magnetic) wave.

The key to the GF method is to design 
specific MS OTFs so that the input light field 
can be processed appropriately. For first-
order spatial differentiation, we assume that 
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the incident light field includes a plane wave 
vector along the x-direction. The relationship 
between output and input fields can be 
expressed as [38]:

( ) ( ) ( ),x in x x in x
dE k E k ik E k
dx

= =    (2)

where the incident light field is assumed to be
0( ) .xik x

in xE k E e=  Therefore, the OTF must be a 
linear function of  the in-plane wavenumber. For 
second-order spatial differentiation, the OTF 
can be obtained in a similar way:

2
2

2( ) ( ) ( ).x in x x in x
dE k E k k E k
dx

= = −    (3)

This indicates that the OTF should behave 
like a parabola. Note that in both cases the 
intensity of  the output light field is closely related 
to the wavenumber. Both OTFs must transmit 
incident light fields of  higher wavenumbers 
while suppressing fields of  lower wavenumbers, 
thereby enabling detection of  image edges.

To develop a proper OTF for spatial 
differentiation and edge detection of  images, 
adapting the non-local effects of  MS is a 
promising method. In the nonlocal effect, the 
MS responses to the incident light field are 
not only related to the normal component 
of  the incident wave, but also depend on the 
tangential components. This means that the 
transmission, reflection and SPF of  the MS 
depend on the angle of  incidence of  the light 
field. This dependence of  the OTF on the 
angle of  incidence is usually created by tuning 
MT resonances, which typically include guided 
mode resonance (GMR), Fano resonance, 
multipole resonance (electric or magnetic 
dipole), etc. GMR is a unique type of  resonance 
that can be highly limited in structures, but 
at the same time has a weak connection with 
external radiation [39]. Compared with the 
traditional waveguide wave, GMR is usually 
accompanied by a limited but high quality 
factor. Moreover, its resonant frequency and 
quality factor significantly depend on the 
in-plane wave vector. As another important 
type of  resonance, Fano resonances have 

been demonstrated on various platforms [40]. 
Fano resonances arise from the interference 
of  two wave channels, which typically have a 
narrow and a wide bandwidth. In particular, 
the narrow-bandwidth resonance that is 
determined by the structures provides a 
universal degree of  tuning freedom for Fano 
resonances.

In addition to the two kinds of  resonances 
described above, multipole resonances 
of  dielectric nanoparticles also provide a 
promising route for tuning the oscillation 
properties of  MSs [11,41]. Compared with 
plasmonic structures, dielectric nanostructures 
can not only solve the loss problem and 
improve the operating efficiency of  MSs, but 
also facilitate the control of  light scattering 
and propagation (Fig. 2). The electric and 
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Fig. 2. Schematic representations of  electric fields in (a, b) 
plasmonic resonators and in (c) dielectric sphere. Plasmonic 
rod antennas support only electrical resonances with negligible 
magnetic contribution. Strong magnetic dipole resonance can be 
achieved in plasmonic particles by forming a metal rod in the 
form of  a split ring resonator [42,44]. d) rectangular dielectric 
nanoparticles also have electrical and magnetic polarizability. 
Shown are the electric dipole (ED), magnetic dipole (MD) 
and total scattering cross sections (arbitrary units) associated 

with the corresponding modes given in (e) and (f) [43,44].
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magnetic dipole resonances of  nanostructures 
offer multiple degrees of  freedom for tuning 
the MS oscillation properties. These types 
of  dielectric MSs are characterized by large 
spatial bandwidth, and 2D edge detection 
of  images for arbitrary polarization has 
been successfully demonstrated. Given 
these advantages, it is believed that dielectric 
MSs can play an important role in other 
mathematical operations and optical analog 
computing. Apart from resonant circuits to 
realize spatial differentiation and image edge 
detection, non-resonant schemes such as 
spin-orbit coupling in Pancharatnam-Berry 
phase MSs have also been explored to achieve 
image edge detection [45,46].

The use of  dielectric MMs instead of  classical 
plasmonic structures reduces ohmic (thermal) 
losses and makes it possible to control not only 
the electrical, but also the magnetic component 
of  the light wave. In other words, due to the free 
penetration of  the electromagnetic field inside 
the dielectrics, such nanostructures have both 
electric and magnetic Mie resonance.

4. EXPERIMENTAL RESULTS OF THE 
MAIN CLASSES OF COMPUTING MS
In this section, we mainly focus on the 
characteristic analysis and comparison of  the 

built-in spatial differentiators implemented 
using GMR, Fano resonance and multipole 
resonance [15]. To begin with, with a two-
dimensional array of  holes in a dielectric slab, 
photonic crystals can provide almost isotropic 
second-order differentiation or a mathematical 
Laplace operation [15,47,48]. In Fig. 3a shows 
the structure of  an optical spatial differentiator 
device based on a photonic crystal, consisting of  
a photonic crystal plate and a separate dielectric 
plate. The Fano resonance can be constructed 
by interfering with the GMR of  the structured 
plate with the incident wave, allowing the 
correct OTF to be established for the transfer 
mode Laplace calculation. In fact, the reflection 
and transmission properties of  MSs depend 
on polarization. Therefore, it is necessary to 
consider the influence of  polarization on optical 
analog computing. For a linearly polarized wave, 
the OTF of  a spatial differentiator based on 
dielectric MSs usually differs between s- and 
p-waves. As shown in Fig. 3b and 3c, the p-wave 
transmission is much lower than the s-wave 
transmission. Depending on the frequency 
of  the light and the choice of  transmission or 
reflection mode, the device implements isotropic 
filtering of  high-pass, low-pass and bandpass 
frequencies in wavevector space. These filter 
functions are important for a variety of  image 
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Fig. 3. Scheme of  a second-order isotropic spatial differentiator, implemented in the form of  a photonic crystal plate and a 
separate dielectric plate. (b) SPF of  the device for s-wave, (c) p-wave, and (d) unpolarized light. (e) One-dimensional OTF as 
a function of  the wave vector and the corresponding quadratic approximation. (f) Morphology of  the Stanford logo and slot 
patterns (left column) and corresponding edge images (right column) [47].
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processing tasks, including edge detection, anti-
aliasing, white noise reduction, and periodic 
noise reduction or extraction.

However, a spatial differentiator based on a 
photonic crystal has a small spatial bandwidth 
(less than 1°) due to its high quality factor. In 
contrast to the above-mentioned two-layer 
structure, a single-layer dielectric MS with Fano 
resonances for first- and second-order spatial 
differentiators made it possible to expand the 
range to 17° [49].

The spatial bandwidth can be expanded by 
developing a non-local MS response. A second-
order differentiator with a band of  about 40° 
based on a nonlocal MS with split rings is 
presented in [25] – Fig. 4.

The transmittance properties of  the MS 
were influenced by scattering between unit 

cells, leading to different transmission curves 
at different angles of  incidence – see Fig. 4b. 
The implementation of  the second-order 
differentiation operation was facilitated by the 
Fano resonance of  the MS. However, the missing 
edge information along some directions further 
illustrates the anisotropic optical transmission 
properties of  the spatial differentiator. In terms 
of  device morphology, three-dimensional 
symmetric or antisymmetric split-ring resonator 
arrays have increased the complexity of  
fabrication. Although the proposed nonlocal 
MSs based on a split-ring resonator array have 
significantly improved the performance of  
the spatial differentiator, the implementation 
of  the device configuration must be carefully 
considered in practical applications.

In addition to the transmission mode, a 
spatial differentiator based on a dielectric MS 
can also operate in a reflection mode. In 2020, 
[50] proposed a first-order spatial differentiator 
using a dielectric MS, which consisted of  an array 
of  silicon square fragments on a gold wafer, as 
shown in Fig. 5.
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Fig. 4. (a) Scheme of  a second-order spatial differentiator 
based on nonlocal MSs consisting of  open ring resonators. 
(b) Evolution of  the transmittance curves of  the MS-based 
spatial differentiator as the incidence angle increases from 0° 
to 45°. (c) Results of  the ideal d2/dr2 operation for a sine 
wave. (d) 2D OTF of  the differentiator as a function of  
incidence angle. (e) Contour detection results for x-polarized 

wave and (f) y-polarized wave [25].

Fig. 5. Scheme of  a first-order spatial differentiator based 
on a reflective dielectric MS. (b) Magnetic field profiles in 
the x-z and x-y planes. (c) 1D OTF spatial differentiator 
corresponding to changes in reflection amplitude and phase 
upon incident transversely magnetic (TM) polarized light. (d) 
Output MS intensity curve and theoretically calculated results 
for the input Gaussoid. (e) Input image – letters "ZJU". (f) 

Output image of  the reflected wave [50].
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An abrupt change in reflectance accompanied 
by a phase change of  π near an incident angle 
of  25.4° at 1565 nm was achieved, resulting in 
an OTF for first-order spatial differentiation. 
In principle, the implementation of  the first-
order differentiation operation benefits from the 
hybridization of  a localized magnetic resonance 
mode with a classical modulated grating limited to 
a surface mode. However, loss of  information in 
the horizontal direction affected edge detection 
due to polarization dependence.

To reduce the limitations of  polarization 
dependence, a model of  polarization-
independent MSs based on Fano resonances is 
presented in [51] (Fig. 6).

As shown in Fig. 6, the MS is formed by 
a single-layer triangular array of  holes in the 
silicon membrane, which induces a strong non-
local response in the transverse spatial frequency 

spectrum. The generation of  Fano resonance 
arose from the coupling between the leaky wave 
and the longitudinal Fabry-Perot resonance in 
the lossless MS structure. By optimizing the 
geometry of  the unit cell in dielectric MSs, 2D 
OTFs were achieved, approaching isotropic 
transmission for s- and p-polarized beams within 
an angle of  8° – Fig. 6c and 6d. In addition to 
implementing even-order differentiation, an 
odd-order isotropic response was also obtained 
by modifying the MS unit cell to break both 
transverse and longitudinal mirror symmetry.

As mentioned earlier, spatial differentiation 
and edge recognition can operate in both 
transmission and reflection modes. In fact, the 
transmission mode is preferred in traditional 
optical systems because the installation is usually 
more convenient than the reflection mode. 
Therefore, it is desirable to migrate traditional 
optical configurations to MM and MT platforms 
operating in transmit mode. In addition, the 
transfer type module is more convenient to 
integrate with other modules, especially in optical 
imaging systems.

The applicability of  spatial differentiators 
based on dielectric MSs in a real optical imaging 
system was demonstrated in [52]. To implement 
the required transfer function, a two-dimensional 
photonic crystal consisting of  cylindrical silicon 
nanorods embedded in polymethyl methacrylate 
(PMMA) on a silicon dioxide (SiO2) substrate was 
used (Fig. 7a,b). There is also a diagram of  a two-
dimensional MS and its corresponding image 
obtained using a scanning electron microscope 
(SEM). Silicon nanorods have a height of  440 
nm, a diameter of  280 nm, and a period of  
600 nm. In this structure, the transmittance 
amplitude was theoretically calculated as a 
function of  frequency and incidence angle 
along the G–X direction (φ = 0, where φ is the 
azimuthal angle in the horizontal plane) for 
s- and p-polarization. It should be noted that 
for transmitted light there is no polarization 
conversion. At normal incidence, two broad 
transmission dips are observed at 244 and 268 
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Fig. 6. (a) Elementary cell of  a second-order spatial 
differentiator based on a hole dielectric MF. (b) Transmission 
curves of  the Fano differentiator as a function of  incidence 
angle from 0° to 25°. 2D OPF devices corresponding to the 
incidence of  an s-polarized wave (c) and a p-polarized wave 
(d). (f) Output of  edge detection (e) of  a complex input 2D 

image under x-polarized light illumination [51].
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THz, indicating the presence of  two low-Q Mie 
resonances. Considering the mirror symmetry 
and reciprocity of  the 2D photonic crystal slab 
in the direction perpendicular to the MP, there 
was no output signal for s-polarized illumination. 
However, the Fano resonance produced by 
the quasi-driven mode resulted in a dramatic 
change in transmittance with increasing angle of  
incidence for illumination with p-polarized light. 
The one-dimensional OTF H(kx) was measured 
along the azimuthal plane φ = 0 and fitted using 
a parabolic curve in the numerical aperture (NA) 
range nkx = 0.3, as shown in Fig. 7b. Here n 
means the refractive index of  the dielectric. The 
MS was experimentally verified using a resolution 

test chart under illumination with unpolarized 
and collimated light at a wavelength of  1120 nm 
(f = 268 THz).

The results shown in Fig. 7c shows the edge 
detection result when modulated light passed 
through the silicon nanorod MS, which illustrates 
that the spatial detection resolution was less than 
4 μm.

Combined with an MS-based spatial 
differentiator and a practical optical imaging 
system, three types of  optical path configurations 
based on a commercial microscope and charge-
coupled device (CCD) elements were created 
to obtain the shapes and boundaries of  various 
biological cells and plastic flower shapes, as 
shown in Fig. 7d, 7e and 7f. By integrating a 
differentiator on the surface of  the objective 
lens and CCD camera, images of  the target 
edges were clearly visible to demonstrate the 
feasibility of  a compact optical imaging system 
based on all-dielectric MSs – Fig. 7g, Fig. 7h and 
7i. The implementation of  a monolithic optical 
spatial differentiator based on 2D silicon MSs 
and its integrative applications for imaging 
systems may pave the way for the development 
of  embedded optical analog computing devices 
in the field of  biological imaging. Additionally, 
[52] demonstrated how a complete imaging 
system can be implemented using monolithic 
planar optics.

5. DEVELOPMENT OF A NEW 
COMPUTING DIELECTRIC 
METASURFACE IN THE CHINESE-
RUSSIAN LABORATORY OF 
INFORMATION TECHNOLOGY AND 
FRACTAL SIGNAL PROCESSING
Optical analog computing using metasurfaces 
has been the subject of  much research aimed 
at realizing highly efficient and ultra-fast 
image processing in a compact device. The 
approaches proposed to date have shown 
limitations in terms of  spatial resolution, overall 
efficiency, polarization and azimuthal angular 
dependence. Here we present the design of  a 
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Fig. 7. (a) Schematic of  a second-order spatial differentiator 
consisting of  an array of  silicon nanorods and the corresponding 
SEM image. (b) Measurement results and fitted parabolic 1D 
ODF curve as a function of  numerical aperture (NA). (c) 
Images of  edge recognition using the differentiator test pattern 
under 1120 nm unpolarized light illumination. Optical path 
configurations corresponding to differentiators integrated at the 
front (d) of  the objective lens, at the front (e) of  a commercial 
charge-coupled device camera, and at the rear (f) of  the metal 
lens. Target edge images of  (g), (h) biological cell and (i) plastic 
flower shape with 2D spatial differentiator corresponding to 

three types of  optical path configurations [52].
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polarization-insensitive metasurface. Our works 
present a path to realizing high-performance 
optical MSs that perform isotropic and 
polarization-insensitive edge detection on an 
arbitrary 2D image [11,12,15,16].

The basic configuration for optical analog 
spatial differentiation computations with 
dielectric MS is shown schematically in Fig. 8. 
Information about the boundary between 
homogeneous regions of  high contrast will be 
taken into account by wave vector components 
deviating from the normal z direction due to 
diffraction. If  the spatial dispersion of  the 
MS is properly designed, such wave vector 
components can pass through the MS with 
high efficiency, while at low angles of  incidence, 
considering homogeneous regions of  modulated 
light, the MS will be blocked, leading to the 
implementation of  spatial differentiation and 
then edge detection object.

As an example, consider an MS consisting 
of  silicon nanodisks with a radius and height of  
92 nm and 150 nm, respectively. Such nanodisks 

are located in a square lattice with a period of  
350 nm and are embedded in a homogeneous 
medium with a refractive index of  1.45. The 
transmission spectrum of  a normally incident 
plane wave is calculated by the finite element 
method (COMSOL Multiphysics 5.3a) and is 
shown in Fig. 9a. Two resonances are visible, 
corresponding to two transmission dips around 
λ = 630 nm and λ = 710 nm, respectively.

To find out the nature of  resonances, we 
use multipole decomposition technology for 
analysis. The results are presented in Fig. 9b and 
show that the two resonances are an electric 
dipole resonance at a shorter wavelength 
and a magnetic dipole resonance at a longer 
wavelength, respectively. To investigate the 
spatial dispersion of  the two resonances, we 
calculated the s-wave transmission spectra at 
different incident angles along the x-direction, 
which are also shown in Fig. 9a. As the angle of  
incidence increases, the dip at λ = 630 nm shifts 
toward a longer wavelength, and at λ = 710 nm 
it remains virtually unchanged. Such properties 
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Fig. 8. Optical analog computing scheme for 2D spatial 
differentiation and edge detection using MS. The 2D image 
of  the symbol U is the input, and the incident light along the 
z direction will be modulated so that it passes through the 
white region while it is blocked by the black region. When a 
modulated light field passes through the MS, the U symbol 

outline profile will be shown in the output image [11].

Fig. 9. (a) MS transmission spectrum for the s-wave and 
different angles of  incidence θ. Inset: electric field magnitude at 
630 nm for normal incidence. Arrows indicate the direction 
of  the field. (b) Multipole decomposition results showing 
that resonances at shorter wavelengths correspond to electric 
dipole (ED) resonances (solid lines), while longer wavelengths 
correspond to magnetic dipole (MD) resonances (dashed lines). 

Y axis – dissipated power [11].
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can also be determined using the results of  
multipole analysis – Fig. 9b.

In fact, the shift of  the electric dipole 
resonance with increasing incidence angle 
θ provides the main mechanism for spatial 
differentiation and edge detection. For example, 
assuming that the wavelength of  the modulated 
light field is 630 nm, higher throughput can 
be obtained for a larger incident angle, which 
contains spatial variation information that can 
be collected after light passes through the MS. 
To explicitly represent the properties, we show 
in Fig. 10a transmission as a function of  the 
angle of  incidence, namely the OTF H(kx) at 
a wavelength of  630 nm. You can see that this 
looks like a parabolic line shape. It should be 
noted that the incidence angle can be up to 15°, 
and the corresponding numerical aperture is 
about 0.37, indicating a larger spatial bandwidth 
compared to most previous works. This 
bandwidth can provide a spatial resolution of  
1.93λ. Meanwhile, the maximum transmittance 
is about 90% at θ = 15°, which can ensure good 
output signal-to-noise ratio.

For ease of  comparison, we have also 
presented results for an ideal second-
order differentiation transfer function (3) 

2
0 ( ) / 2,x xH k kα= −  where α is a constant ensuring 

that the transfer is equal to unity at θ = 15°. It can 
be found that both results are in good agreement 
with each other. In addition, we have shown the 
corresponding transmission phases in Fig. 10b, 
and there are only small deviations between 
them. Therefore, such an MS can provide 
optical analog computations for second-order 
derivative and edge detection. Since the lattice 
has fourth-order rotation symmetry, the OTF 
along the y direction is the same. This means 
that taking the second-order derivative in two 
dimensions is possible. We calculated the two-
dimensional OTF H(kx, ky) of  the MS for the 
s and p waves, which are shown in Fig. 10c and 
10d. It can be found that the transmissions for 
smaller incidence angles are close to zero, and 
for larger incidence angles they approach unity 
for most wave vectors. Although the MS OTF 
is not perfectly isotropic in the xy plane, which 
would ensure the existence of  a differential 
Laplace operator, it can still practically perform 
edge detection for 2D images. In addition, since 
the OTFs for s- and p-waves have the same 
parabolic shape along high symmetry directions, 
spatial differentiation can be performed for both 
polarized and unpolarized light fields, indicating 
great potential in practice.

To clearly demonstrate the functionality 
of  spatial differentiation using the developed 
MS, we first explore the application of  the 
simulations in Fig. 10a and 10b results for one-
dimensional spatial functions. Two cases typical 
of  the logic function and the sine wave, shown 
in the top row of  Fig. 11a and 11b were studied, 
respectively. We first calculated the frequency 
spectra ( )xS k  of  spatial functions using FT. 
We then multiplied it by the OTF H(kx) and the 
results were returned to the spatial domain by 
the inverse FT.

As standard output, we presented the results 
processed using the ideal second-order derivative 
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Fig. 10. (a) RFT along the x-direction for both the MS 
(red dotted line, M.S.) and the ideal (black solid line) case at 
630 nm. (b) Corresponding phases of  the OTF. The reference 
plane is deliberately chosen so that the transmission phase is 
–π at normal incidence. (c) and (d) 2D OTF for s and p 

waves, respectively [11].
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– the middle row of  Fig. 11a and 11b. There is 
no doubt that clear output appears only in places 
with rapid changes in the logical function. For 
a sine function, the output signal is also a sine 
wave, but with the opposite sign. For the case 
of  our proposed MS, we show the results in the 
bottom rows of  Fig. 11a and 11b. In the case of  
the logic function, the output from the MS also 
shows obvious signals at the change positions, 
although there is a very weak signal around the 
central region due to non-vanishing transmission 
for low incidence angles, which must be 
optimized to get closer to ideal results and 
increase throughput. For the sine function, the 
MS output provides excellent profile matching 
to the ideal case. Therefore, MS can indeed 
perform second-order derivative functionality 
for one-dimensional spatial functions.

As mentioned above, our proposed MS 
can perform spatial differentiation and edge 
detection for 2D images. Next, we will examine 
it using an input image consisting of  the Jinan 
University boat logo, which is shown in Fig. 12a. 
This image should be a good test sample because 
it contains the edges of  lines, arcs, and circles.

To obtain the output, we project the 
linearly polarized input fields onto the s- and p- 
polarizations and then apply the corresponding 

OTFs. By averaging the individual outputs of  
s- and p-polarizations, we obtain results for the 
unpolarized case. First, we will assume that the 
image is modulated by an x-polarized plane 
wave. In this case, the output image after the 
light passes through the MS is shown in Fig. 
12b. It can be seen that the edges of  all elements 
were successfully extracted, and such effects are 
not limited to specific directions. This is due to 
the fact that the OTF of  the proposed MS has a 
parabolic shape along most directions in the xy 
plane. In addition, the OTFs for s- and p-waves 
complement each other in different in-plane 
directions - see Fig. 10c and 10d. Next, we studied 
the case for a light field with polarization along 
the y direction – Fig. 12c. In this case, the output 
image also shows a well-defined edge profile that 
is very similar to the x-polarization case.

Finally, the result for unpolarized light 
is shown in Fig. 12d. Since the edges of  all 
elements in the image can be well detected for 
both linearly polarized light fields, they can 
also be detected for the case of  unpolarized 
light. As discussed above, the OTF of  the 
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Fig. 12. (a) 2D image of  Jinan University boat logo. The 
pixel sizes in the x and y directions are set to 1.94 λ. (b) MS 
output image for modulated light field with x polarization. (c) 
Output image for the case of  y polarization. (d) Output image 

for the case of  unpolarized light [11].

Fig. 11. (a) Results of  finding the second-order derivative of  a 
1D spatial logical function. The input and output data for the 
ideal case and the proposed MS are shown in the top, middle 
and bottom rows, respectively. (b) Corresponding results for a 
one-dimensional sinusoidal spatial function. In both cases, the 

input pixel size is 1.94λ [11].
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proposed MS cannot be considered as an ideal 
Laplace operator. However, this MS can still 
offer acceptable results for edge detection, 
although the output values are not exactly the 
same for different polarizations. In addition, 
such an MS includes only a single layer of  
silicon nanodisk resonators, which can greatly 
simplify parameter tuning and fabrication for 
practical applications.

The implementation of  the Laplace 
operation in the form of  optical analog 
computing has recently attracted attention, and 
a compact device with high spatial resolution 
has yet to be invented. In [16], we proposed 
a Laplace metasurface that can perform the 
Laplace operation almost perfectly for different 
configurations of  the incident light field. 
Most importantly, the maximum incidence 
angle θ has been greatly expanded and the 
numerical aperture can approach 0.14, which 
improves the practical setup and results in a 
spatial resolution of  approximately 4 times the 
operating wavelength. The proposed Laplace 
MS is based on the excitation of  a bound state in 
the continuum, which has demonstrated exotic 
optical properties. The highly symmetric mode 
profile provides a nearly isotropic OTF of  the 
Laplace operation. We have demonstrated that 
such an OTF can not only perform second-order 
differentiation for a one-dimensional spatial 
Gaussian function, but also produces correct 
results for a two-dimensional Bessel function. In 
addition, we also showed that Laplace MS can 
be used to implement edge detection of  objects 
of  interest in an image. The proposed Laplace 
MS can be configured to operate at different 
wavelengths in the transmission mode, which 
provides benefits for applications in optical 
computing, medical diagnostics, machine vision, 
etc.

To meet the requirements of  OTF and 
transmission properties, we have developed a 
new Laplace MS, which is shown in Fig. 13a. 
When passing through the Laplace MS, the input 
light field will be automatically processed, and the 

results of  the Laplace operation can be obtained 
simply by simply and instantly recording the 
output light field.

The Laplace MS consists of  a square lattice 
of  modified silicon brick on a glass substrate, 
which is shown in Fig. 13b. The high symmetry 
of  the square lattice and the defects on the 
four sides of  the silicon brick provide isotropic 
OTF for in-plane directions. We calculated 
the transmission spectra of  the Laplace MS at 
various angles of  incidence and presented them 
in Fig. 13c. It can be found that resonance occurs 
at wavelength λ ≈ 740 nm when the light field is 
incident at an angle. The transmittance increases 
with increasing angle of  incidence θ. As a result, 
the necessary conditions are provided for the 
implementation of  the Laplace operation. To 
explain the dependence of  the transmittance on 
the angle θ for the Laplace MS, we calculated 
the dispersion bands around 740 nm of  the 
proposed dielectric MS (lossless silicon with 
a refractive index of  3.73). All calculations are 
given in detail in [16].

To check the correctness of  the Laplace 
operation, a one-dimensional spatial function 

RADIOELECTRONICSALEXANDER A. POTAPOV

Fig. 13. (a) Dielectric MS transforming the input two-
dimensional spatial function into another function as the 
Laplace operator; (b) Unit cell of  a dielectric MS. Left, 3D 
view of  the unit cell. It consists of  a silicon brick (blue color) 
with a thickness of  h = 163 nm and a glass substrate (gray 
color). Right, top view of  the unit cell. The period is a = 331 
nm, and the width of  the silicon brick is d = 251 nm. At the 
center of  all edges are four square voids with a width of  33 nm. 
(c) Spectra of  the transmittance of  the Laplace MS at different 

angles of  incidence along the x direction for a p-wave [16].
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was first used – Fig. 14a. This function consists 
of  three Gaussian envelopes and can be thought 
of  as the electric field profile of  the incoming 
light beam. The output signals are shown in 
Fig. 14b and 14c. The tiny difference between 
the results of  the ideal case and the MS can be 
explained by the slight deviation of  the OTF of  
the Laplace MS from the ideal one. We set the 
spatial resolution to 3.6λ for the input function, 
which is close to the maximum spatial resolution 
of  this MS.

One application of  the Laplace operation 
is to detect the edges of  problematic targets 
in an image. We also demonstrated that the 
proposed Laplace MS can be used for traffic 
sign recognition, which is critical for automated 
driving. A road sign was chosen, which is shown 
in Fig. 15a.

Halftone image in Fig. 15b can be considered 
as an unpolarized light field with intensity 
modulation, which is incident on the Laplace 
MS. From the results after the ideal Laplace 
operation, which are shown in Fig. 15c, it can be 
seen that the edges of  both the outer circles and 
the arrow can be clearly identified. Consequently, 
necessary information can be safely stored while 
redundant information is discarded, speeding 
up information processing in the first stage. We 
have shown the output results of  Laplace MS in 
Fig. 15d, where it can be found that such edge 
detection can also be successfully implemented.

The Laplace MS can be converted to operate 
at other wavelengths by adjusting the size of  the 
structure. To demonstrate this, another Laplace 
MS operating at a wavelength of  1550 nm (the 
transparency window of  the optical fiber) was 
developed in a similar manner. The shape of  
the structure is the same as in Fig. 13b, but with 
different parameters: a = 743 nm, d = 560 nm, 
s = 69 nm and h = 360 nm, respectively. In this 
case, the transmittance could reach 0.9, and the 
angle of  incidence could be 10°.

We used a typical QR code as the input 2D 
image because QR codes are now important in 
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Fig. 15. (a) Color image of  a road sign. (b) Corresponding 
grayscale image as input. (c) and (d) Output image from ideal 
Laplace operator and Laplace MS for (b), respectively [16].

Fig. 14. One-dimensional spatial function with three Gaussian 
envelopes as the input light field; (b) Result after second order 
ideal differentiation operation; (c) Result from Laplace MS. 
Both the OTF in the ΓX (solid line) and ΓM (symbols) 
directions are considered. The input pixel size is 3.6λ [16].

COMPUTATIONAL DIELECTRIC METASURFACES IN PHOTONIC 
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our daily life and edge detection for them plays 
a crucial role in detecting the QR code area. 
The QR code we chose is shown in Fig. 16a, 
which carries information about the Chinese 
character meaning "Light". Through the 
processing procedure discussed in this context, 
we can obtain the results from the ideal Laplace 
operation and from the Laplace MS, which are 
shown in Fig. 16b and 16c.

From the data in Fig. 16 shows that the 
edges of  all elements were successfully detected. 
In addition, the light intensity at the output of  
the MS is very similar to the ideal one, which 
implies high edge detection quality for Laplace 
MS images.

Due to the limited scope of  the article, 
the author will only briefly list other areas of  
photonics, which are also studied in our works 
[10-17] and presented in detail there. These 
are: control of  light scattering by nanoparticles 
using magneto-electric coupling and zero 
backscattering (theory of  light scattering by 
nanoparticles and electromagnetic multipoles, 
numerical modeling, testing experiments in the 
frequency range from 4 to 7.5 GHz) [10,13,14]; 
strong optomechanical coupling in chain 
waveguides made of  silicon nanoparticles with 
quasi-bound states in the continuum (photon–
phonon interaction with microstructures) [17], 
etc. These areas, undoubtedly, can become topics 
of  future reports at the conferences "Radar, 
navigation, communications - RLNC" at VSU.

6. CONCLUSION
Metasurfaces are a very broad area of  research 
in photonics, its development is just beginning, 
and the study of  dielectric magnetic fields is 
of  great interest. MSs have the advantage of  
occupying less physical space than 3D MMs; 
therefore, MSs offer the possibility of  designing 
structures with lower losses. In particular, we 
note that the use of  dielectric MSs instead of  
plasmonic structures, along with a decrease in 
ohmic losses, helps to realize control of  not only 
the electrical, but also the magnetic component 
of  the light wave, which increases the efficiency 
of  light control in nanoscale structures. 
To date, embedded optical spatial differentiators 
have been demonstrated using various artificial 
MSs [15,18,19]. Compared with metal MS-based 
spatial differentiator configurations, all-dielectric 
MS-based operational devices have recently 
become a popular research topic due to their 
excellent compatibility and integration with 
real imaging systems. To further meet the edge 
detection requirements in practical applications, 
high-performance spatial differentiators with 
high efficiency and resolution will be preferred. 
Construction of  spatial differentiators with 
high energy transfer, large spatial bandwidth 
and polarization independence is currently the 
dominant task. Combined with a commercial 
silicon photonics platform and advanced 
nanofabrication technologies, experimental 
demonstrations of  mathematical operations and 
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Fig. 16. (a) Input image consisting of  a QR code; (b) output image of  the ideal Laplace operation; (c) exit from the Laplace 
MS. All images are light intensity profiles; pixel sizes are set to 2.88 [16].
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edge detection will be conducted in numerous 
image processing scenes to unlock much 
greater application potential. Moreover, on-
chip integration of  operational devices with 
other planar optical elements based on dielectric 
metasurface platforms such as metalens will also 
be a valuable direction in the future.

So, the article examined in some detail 
computational dielectric MSs that implement 
mathematical operations of  spatial differentiation 
and contour recognition in photonic topological 
signal and field processing devices. Such MSs 
have a wide range of  potential applications in 
electromagnetism.

Their use in general brings to a new level all 
the functional characteristics of  the topological 
texture-fractal processing of  signals and fields 
proposed by the author at the end of  the 
20th century when solving classical problems 
of  detection, measurement, recognition and 
classification by intelligent radio systems and 
devices. Such a task has not yet been posed in 
the scientific world. The author is motivated by 
the belief  that our current and future research 
will be extremely useful for future information 
flow processing devices, and not only in radar.
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1. INTRODUCTION
In modern telecommunication systems, the 
several approaches are used to organize 
wireless underwater communication.

Acoustic underwater communication (UAWC) 
is considered as the most popular method 
of  underwater wireless communication 
because of  the low values of  the attenuation 
of  acoustic waves under water (about 0.1-4 
dB/km). Disadvantages of  UAWC are the 
low acoustic wave propagation speed (1500 
m/s) and limited UAWC bandwidth (kHz), 
which leads to the multipath phenomenon, 
large time delay, and bulky acoustic antennas 
[1]. For example, in [2], a UAC system with 
a data transfer rate of  60 Kbit/s with 32 
QAM is considered This UAC system can 
communicate at a depth of  100 m and at 
a distance of  3 km horizontally. In order 
to achieve high data transfer rates without 
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the need for complex calculations, many 
researchers have widely used orthogonal 
frequency division multiplexing (OFDM) in 
underwater acoustic communication [3].

Underwater radio communication (URWC) is 
used to organize high-speed data transmission 
over short distances. Electromagnetic waves 
are affected by temperature, salinity and 
depth, which leads to a strong weakening 
of  electromagnetic waves and limits the 
range of  signal propagation in water. Due to 
the high electrical conductivity of  water in 
microwave range, it is difficult to implement 
URWC on communication lines with a length 
of  more than 10 m [4] in the ranges of  meter 
and shorter waves (in the 2.4 GHz range, the 
attenuation of  radio waves in salt water is 
about 169 dB/m). For such communication 
lines, a large power of  transmitters (more 
than 100 watts) is required [5]. In the DV 
(30-300 kHz) and SDV (3-30 kHz) bands, 
the attenuation of  the electromagnetic wave 
can be considered low enough to provide 
reliable communication at a distance of  many 
kilometers. URWC systems in the DV range 
are used in underwater military systems or 
when creating communication lines between 
ground and underwater objects [6]. The 
main disadvantages of  such systems include 
complex design requirements for very large 
antennas and low data transfer rates.

Underwater communication using magnetic 
induction (UWMIC), as a promising replacement 
of  traditional acoustic systems and radio 
communications, has attracted considerable 
attention [7], due to its inherent qualitative 
amplitude-frequency response of  the channel, 
low propagation delay and relatively low 
energy consumption [8]. UWMIC involves 
the transition from traditional unidirectional 
antennas to multidirectional MI-antennas. 
There is also a great research interest in the 
currently available approaches to expanding 

or reusing the available frequency bands to 
increase the capacity of  the underwater MI 
channel [7].

Underwater optical communication (UOWC) 
is based on the use of  a visible part of  the 
optical spectrum. UOWC is characterized by 
a large available bandwidth, which can help 
to realize high data transfer rates, and has 
the advantages of  low power consumption, 
low cost and compact size. The complex 
underwater environment has a serious impact 
on the propagation of  light under the water. 
Absorption, scattering and turbulence are 
the dominant harmful effects that degrade 
the optical transmission characteristics at low 
temperatures. Underwater transmission of  
optical waves in the 450-500 nm band (blue 
and green) has the least attenuation for pure 
seawater or transparent ocean (0.4 dB/m) 
compared to other bands. In this band the 
attenuation effect caused by the interaction 
of  photons with water molecules and other 
particles is limited. The 520-570 nm band 
(yellow-green) is suitable for coastal ocean 
or turbid waters in ports (11 dB/m).

In the underwater environment, a 
chlorophyll substance absorb blue and red 
light. These and other colored dissolved 
organic substances (CDOMS) increase the 
turbidity of  water and reduce the distance 
of  light propagation. The concentration of  
CDOM varies depending on the depth of  
the water medium, thereby changing the 
corresponding light attenuation coefficients. 
The total absorption in seawater can be 
determined taking into account a complex 
of  factors according to the formula [9]

( ) ( ) ( )
( ) ( )0,622 ,

w f f f

h h h c c

a a a c exp k

a c exp k a c

λ λ λ

λ

= + − +

+ − +

where aw(λ) – an absorption coefficient in pure 
water; af  – a partial absorption coefficients of  
fulvic acids; cf  – a fulvic acid concentration; kf  

RADIOELECTRONICSIGOR B. SHIROKOV, VLADISLAV V. GOLOVIN, ELENA A. 
REDKINA, IGOR V. SERDYUK, PAVEL P. OVCHAROV



33

RENSIT | 2024 | Vol. 16 | No. 1

– an exponential coefficient of  fulvic acids; ah 
– a humic acid absorption coefficient; ch – a 
humic acid concentration; kh – an exponential 
coefficient of  humic acid; ac – a chlorophyll 
absorption coefficient; cc – a chlorophyll 
concentration.

Due to the complexity of  the water 
environment, the implementation of  
UOWC systems requires reliable underwater 
devices. The performance and service life of  
UMPC devices are largely influenced by the 
current, temperature pressure and salinity 
of  seawater. The power consumption of  
the system's transmitter, taking into account 
the capacity of  the batteries, determines the 
battery life.

The main disadvantage of  optical 
communication is that the range is limited 
to a distance of  about 1-100 meters, because 
of  the water parameters and suspended 
particles in the water, where the light is 
either attenuated or scattered. Another 
disadvantage is that optical communication 
usually requires a line of  sight from the 
transmitter to the receiver.

Fig. 1 shows a generalized comparison of  
available wireless underwater communication 
technologies [10].

Therefore, the generalization of  the results 
of  UOWC developments for communication 
and information transmission systems has a 
great practical interest.

2. APPROACHES TO THE 
CONSTRUCTION OF UNDERWATER 
WIRELESS OPTICAL SYSTEMS
In practice, the technology of  "optical 
communication in the visible range" (VLC) is 
widely used for the organization of  wireless 
underwater optical communication, as the 
most promising. Due to the rapid development 
of  LED lighting, the cost of  the component 
is decreasing. However, some of  the problems 
that need to be solved are listed below:

– an integration of  the VLC system with 
existing communication standards;

– a problem with interference from the 
ambient light source;

– a VLC must correctly support handover 
in coverage areas;

– an application of  error correction 
methods to improve the performance of  the 
communication system.

As the number of  VLC devices increases, 
there will be interference between different 
VLC devices. The Electronic Information 
Technology Industry Association has 
developed the 802.15.7 standard, which is 
the standard established by the IEEE for the 
physical layer and the MAC layer [11]. The 
objectives of  this standard are:

– providing access to hundreds of  terahertz 
frequency bands;

– providing protection against 
electromagnetic interference;

RADIOELECTRONICS

Fig. 1. Comparison of  available wireless underwater communication technologies.
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– provision of  additional services 
that complement the existing visible light 
equipment;

– the VLC-connection that prescribes a 
forward error correction (FEC) scheme, a 
form of  modulation and a data transfer rate;

– a channel access mechanism, since visibility 
range support also describes channel access, as 
well as the time period when contention for 
the network environment (contention access 
period, CAP) and the competition-free time 
period (CFP);

– the physical layer specifications: the 
optical projection, TX-RX, RX-TX cycle time, 
flicker and dimming.

The three different types of  devices 
used by VLC are: mobile objects, a mobile 
equipment, and the infrastructure [12]. 
VLCs can be used indoors [13,14], in 
identification and location systems [15], 
in communication systems in transport 
[16], and are used for the organization 
of  wireless underwater communication 
channels [17].

The VLC system mainly consists of  two 
components: an optical transmitter (Tx) and 
an optical receiver (Rx). After preprocessing 
and encoding, the binary bit stream directly 
simulates the emission of  the light source. 
To increase the transmission rate and the 
efficiency of  the spectrum, high-order 
coding modulation methods are used.

The implementation of  extended and 
high-speed underwater communication 
lines using laser diodes (LD) as a source of  
optical radiation has been considered in a 
number of  papers [18, 19]. However, due 
to the narrow directional pattern of  LD 
in the underwater environment, problems 
arise with the positioning of  the receiving 
and transmitting paths. At the same time, 
the additional beam expansion or other 

solutions are used to achieve the required 
technical characteristics of  the UOWC.

Therefore, the most common type of  
radiation sources in the UOC structure 
are light-emitting diodes (LEDs) [20], 
which provide many advantages: a safety 
for the eyes, the long service life, a low 
power consumption, the possibility of  
simultaneous lighting and communication. 
Since LEDs are characterized by a wide 
directional pattern, they solve the problem 
of  positioning, which allows the use of  
simpler and more compact UOWC systems. 
Large divergence angles and a relatively small 
frequency band of  LED modulation limit 
their use in terms of  data transmission range 
and speed: for example, for communication 
between underwater vehicles and nodes of  
underwater wireless sensor networks, etc.

A comparison of  the characteristics of  
LD and LED used in VLC is presented in 
Table 1.

To increase the efficiency of  using the 
LED modulation range, it is customary to 
investigate methods of  digital compression 
of  the signal spectrum, for example, due to 
quadrature amplitude modulation (QAM) 
and multiplexing with orthogonal frequency 
division (OFDM) [21]. The following types of  
modulation are also used:

– the multilevel pulse-amplitude modulation 
(PAM), which is characterized by a simpler 
structure, more flexible implementation and 
less computational complexity [22];

– the amplitude manipulation without 
returning to zero (NRZ-OOK) as is the 
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Table 1
Comparison of LD and LED characteristics used in 

VLC.

Light source Transverse 
dimensions, mm2

Modulation 
bandи

Power, Watt

LED 0.1-1 ~ 10 МГц > 1

LD < 0.2 10-20 ГГц > 1
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most intuitive and simple modulation scheme 
suitable for light communication;

– the phase-pulse modulation (PPM);
– the frequency manipulation (FSK);
– the digital pulse interval modulation 

(DPIM) is a method of  isochronous pulse-
time modulation, in which data is encoded 
as a series of  discrete time intervals, or 
time intervals between adjacent pulses. 
The length of  the symbol is variable and 
is determined by the information content 
of  the symbol. To avoid symbols in which 
the time between adjacent pulses is zero, 
an additional guard interval can be added 
to each symbol immediately following the 
pulse.

When modulations are modified, a discrete 
multi-tone transmission is used (DMT) [23].

The key element of  the VLC receiving path 
of  the system is a photodetector that converts 
the energy of  the received optical radiation into 
a photocurrent. VLC receivers use different 
types of  photodiodes, such as:

– the semiconductor pin photodiode (PIN 
PD): high-speed contact photodiodes have a 
fast reaction time, low cost, single gain and 
high resistance to ambient light; the main type 
of  noise is thermal;

– the avalanche photodiode (APD): APD 
has a high intrinsic current gain and high 
quantum efficiency (70-90%). The main type 
of  noise is shot noise. APD requires high 
bias voltage and complex control circuits; 
the quantum efficiency of  APD depends on 
the thickness of  the material, for example, 
in the range of  400-500 nm, silicon has 
very low sensitivity. Therefore, the contact 
photodiode seems to be a more promising 
technology at shorter wavelengths than 
APD for the UOWC system [12];

– the photomultiplier (PMT), which 
is the type of  vacuum lamp that is very 
sensitive to light, has a large photocurrent 
gain, low noise, high frequency response 
and large overall dimensions compared to 

photodiodes; PMT requires a high supply 
voltage (about 100 V) and have a high cost, 
also have a fragile design.

The main requirements for photodetectors 
in the VLC system are:

– the high quantum efficiency; the output 
photocurrent can be as large as possible to 
create a certain incident optical power;

– the sufficiently high response rate for use 
in a high-speed broadband system;

– the noise level should be as low as 
possible;

– a low level of  nonlinear distortion;
– small size and long service life.

3. OVERVIEW OF THE 
DEVELOPMENT OF UNDERWATER 
VLC SYSTEMS
A comparative analysis of  the characteristics 
of  various options for building VLC systems 
designed for the organization of  UOWC is 
considered below.

A comparison of  the characteristics of  
VLC systems, the transmission path of  which 
is implemented on the basis of  laser diodes, is 
shown in Table 2.

Table 2
Comparison of the characteristics of VLC systems

with laser diodes
Source Photo-

detector
Modulation Dis-

tance, 
m

Data 
transfer 

rate, 
Gbit/s

Refe-
rence

Laser 
diode 
(LD)

Avalan-
che 

photo-
diode

NRZ-OOK 7 2.3 [24]

PSK/QAM 64 5 [25]

8 1

QAM-OFDM 5.4 4.8 [26]

OAM-OOK 2.96 3 [27]

OOK 20 1.5 [28]

OFDM 1.7 14.8 [29]

NRZ-OOK 34.5 2.7 [30]

OFDM 21 5.5 [31]

NRZ-OOK 34.5 2.7 [32]

PIN-photo-
diode

16-QAM 3 0.05 [33]

OOK 1.6 0.1 [34]
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A comparison of  the characteristics of  
VLC systems, the transmission path of  which 
is implemented on the basis of  light-emitting 
diodes, is shown in Table 3.

Analysis of  recent publications shows that 
today LED arrays are increasingly popular in 
the design of  UOWC transmission modules 
[50]. LED arrays with increased optical power 
can provide a sufficiently long data transmission 
distance under the water. In addition, LED 
arrays with a relatively large light spot in the 

receiving plane can reduce the influence of  
turbulence and inhomogeneities in the UOWC 
channel.

A typical example of  the block diagram of  
the VLC receiving and transmitting module of  
the UOWC system [50] is shown in Fig. 2.

Depending on the number of  LEDs in 
the grid, LEDs  can be connected in series, in 
parallel, or in a combined way. In a serial line, 
usually no more than 10 LEDs are included.

The modern way to improve the reliability 
of  UOWC systems is to use the multiple-input 
multiple-output (MIMO) technology [51]. The 
system characteristics of  MIMO wireless optical 
communication using spatial modulation (SM-
OMIMO) in the OWC of  free space [52] 
and wireless indoor environment [53] have 
already been studied. It has been shown that 
the SM can help to achieve improved spectral 
efficiency and is more resistant to high channel 
correlation compared to conventional MIMO 
using a code with repetitions [51]. In addition, 
SM has the advantage of  implementation, since 
it requires only a low complexity detection 
algorithm [54]. However, for realization of  
UOWC, it is still not clear to what extent the 
SM-OMIMO methods can provide a gain, 
because the channel attenuation will be more 
severe in an underwater environment.

Table 3
Comparison of the characteristics of VLC systems

with light-emitting diodes
Type of 
trans-
mitter

Recei-
ver

Type

Modula-
tion

Dis-
tance, 

м

Data transfer 
rate

Refe-
rence

521 нм 
LED

2 PIN 
PD

64-QAM-
DMT

1.2 2,175 Gbit/s [35]

470 нм 
LED 
array

PMT OOK 8 19 Gbit/s [36]

RGBYC 
LED

PIN PD 64QAM-
DMT bit-
loading-
DMT

1.2 14.81-15.17 
Gbit/s

[37]

Blue 
LED

PIN PD 64 QAM 
DMT

1.2 3.075 Gbit/s [38]

Blue 
LED

MPPC PPM 46 ~ MHz [39]

458 нм 
LED

PIN PD 
array 
(2×2)

32 QAM 
DMT

1.2 20.09 Gbit/s [40]

LED 
(4×4) 
array

PIN PD P S - b i t 
l o a d i n g 
DMT

1.2 20.09 Gbit/s [41]

450 нм 
LED

PIN PD 1 6 Q A M 
OFDM

3 50 Mbit/s [42]

450 нм 
LED 
array

APD video 
broad-
cast

10 1 Mbit/s [43]

450 нм 
LED

APD PAM4 5 1.25 Gbit/s [44]

450 нм 
LED

APD GS-8QAM 
OFDM

3.6 2,2 Gbit/s [45]

448 нм 
LED

APD OOK 118 25 Mbit/s [46]

480 нм 
LED

APD DPIM 30 1,2 Mbit/s [47]

470 нм 
LED

APD DPIM 50 2,28 Mbit/s [48]

Blue 
LED

APD NRZ-
OOK

11.5 235 Mbit/s [49]

445 нм 
LED

APD 2FSK 14.5 1 Mbit/s [50]

Fig. 2. Block diagram of  the VLC receiving and 
transmitting module of  the UOWC system.
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Using a typical equal power absorption 
algorithm (PAA) [55], receivers can only 
determine the intensity of  signals, but cannot 
determine the position of  the activated 
transmitter. To negate the limitations associated 
with high channel correlations, power 
imbalance (PI) technology on transmitters has 
recently been introduced. In [56], an optimal 
power distribution was proposed for a spatially 
modulated VLC system with OFDM for 
the case of  a simple MIMO structure with 
two transmitters. Expressions for the power 
distribution coefficient for four transmitters 
are obtained in [57]. In most recent reference 
sources related to the SM system, a simple 
pulse-amplitude modulation scheme is used, 
including OOK [55] and the pulse-amplitude 
modulation (PAM) [57]. In [58], UOC MIMO 
using spatial modulation (SM-UOMIMO) 
and the flag two-amplitude pulse positional 
modulation (FDAPPM) is considered [59].

4. OVERVIEW OF THE DESIGN OF 
UNDERWATER OPTICAL MODEMS
The practical implementation of  various 
approaches to the design of  UOWC receiving 
and transmitting equipment, taking into 
account existing data transmission protocols, is 
presented on the market of  underwater optical 
modems. Comparative characteristics of  the 
developments of  underwater optical modems 
are presented in Table 4.

The prospect of  the development of  
underwater communication modems is 
associated with the combination of  two 
or more different methods of  underwater 
communication. This approach is often used 
for ocean mooring with sensors on an anchor 
cable and wireless mobile communication. 
Hybrid systems can take advantage of  each 
method and therefore increase the reliability of  
the system. Today, one of  the most important 
tasks of  hybrid systems is an adaptive and 

smooth transition from one communication 
environment to another, which makes the 
system more complex and requires protocols 
and algorithms to understand the environment 
in a hybrid system [71]. Many underwater 
vehicles used hybrid communication systems, 
which included both acoustic and optical 
systems [72]. Choosing the appropriate 
communication channels in response to 
changing traffic load and weather conditions, 
presented in [73], the hybrid optical-acoustic 
underwater wireless communication system 
that minimizes network power consumption 
and provides high data transfer rates in 
underwater applications. Compared with 
conventional optical-acoustic methods, the 
proposed approach allows saving up to 35% 
of  electricity.

5. CONCLUSION
VLC optical technologies are widely used 
for the organization of  underwater wireless 
telecommunication systems, which provide 
unique opportunities for high-speed 
communication, including the organization 
of  promising underwater networks of  the 
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Table 4
Comparative characteristics of the development

of underwater optical modems
Organization Light 

source
Data 

transfer rate
Dis-

tance, 
м

Refe-
rence

WHOI (2005) LEDs 10 Mbit/s 100 [60]

Laurentian Univ. (2009) LED 1 Gbit/s 20 [61]

MIT (2010) LEDs 2.28 Gbit/s 50 [62]

Maritime Technology 
and Research (2017)

LD 100 Mbit/s 2 [63]

Dalian Univ. Of 
Technology (2018)

LD 100 Mbit/s 4.8 [64]

Tsinghua Univ. (2018) LED 235 Mbit/s 11.5 [49]

MIT Lincoln Lab. (2019) LED 1 Gbit/s 20 [65]

Sonardyne (2019) LEDs 10 Mbit/s 150 [66]

Nanjing Univ. of Posts 
and Telecommunica-
tions (2020)

LEDs 1 Mbit/s 10 [67]

KAUST (2020) LD 1.2 Mbit/s 2 [68]

KAUST (2021) LED 1.5 Mbit/s 0.6 [69]

KAUST (2022) LED 2.5 Mbit/s 5 [70]
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Internet of  Things. The developed component 
optical base (lasers, LEDs and various types 
of  photodiodes) is well adapted to solve 
the problems of  UOWC design using VLC 
technologies and make it possible to find the 
most effective combinations to implement 
the various technical tasks. Various types of  
digital modulation, noise-proof  coding and 
MIMO technologies can significantly increase 
the efficiency of  using the frequency band of  
communication channels, the reliability of  data 
transmission over long distances at different 
states of  the communication channel in terms 
of  transparency, heterogeneity, the content 
of  various organic substances, etc. Modern 
UOWCS make it possible to get data transfer 
rates from Mbit/s up to tens of  Gbit/s 
for distances from several to hundreds of  
meters. Numerous studies in the field of  VLC 
design for various UOWCS have determined 
the production and active improvement of  
underwater optical modems with data transfer 
rates from 1 Mbit/s to 2 Gbit/s at distances up 
to 150 m. Further development of  underwater 
modems is associated with the combined 
use of  various methods of  underwater 
communication.
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1. INTRODUCTION
Cardiovascular diseases (CVD) remain 
the leading form of  mortality worldwide, 
which may affect one in three of  us. 
Atherosclerosis is a progressive form of  CVD 

that is characterised by the imperceptible 
development of  fatty plaques that are caused 
by proliferation of  vascular smooth muscle 
cells and influx of  inflammatory cells and 
proteins [1]. This leads to narrowing of  blood 
vessels and restricted blood flow, which 
is responsible for most heart attacks and 
strokes. The problem remains unresolved 
despite intensive research and numerous drug 
trials. The consequences of  vasoconstriction 
often require surgical intervention, one 
of  which is the endoprosthesis of  arterial 
aneurysms with a stent graft. Stent restenosis 
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may occur despite the successful opening of  
blood vessels and restoration of  blood flow. 
Stents are developed with the integration of  
devices that include various sensors, as well 
as a wireless communication system. This is 
necessary for early diagnosis of  restenosis 
and monitoring of  blood flow in real time. 
Integrated devices can be categorized into 
active and passive devices. The advantage of  
active devices is a high level of  functionality, 
since electronic circuits and power supply 
devices are integrated together. However, 
such devices have a disadvantage in the built-
in power supply device, which has a limited 
service life. Consequently, such devices are 
unsuitable for implantation into the human 
body or into a blood vessel. Also, active 
devices can have wireless communication, 
as described in the article [2]. But in this 
paper, the simulation is carried out using an 
optimal current source and complex circuits, 
which increases the cost of  such a sensor. 
Passive devices do not need a constant power 
source, but have lower efficiency compared 
to active ones. Also, passive devices have 
a lower manufacturing cost. As a rule, an 
integrated passive device includes a capacitor 
and an inductor, which can be a conventional 
inductor or an arterial stent [3].

The integrated passive devices can be 
designed in a variety of  ways. One of  the 
articles under consideration describes an 
implementation where an external signal 
source creates a radio frequency field that 
affects the resonant circuit of  a passive device. 
The passive device has a resonant frequency 
due to inductance and capacitance. The 
oscillations at the frequency of  the external 
source are generated during the operation of  
the passive device in the resonant circuit. Then 
the external device receives the parameter due 
to inductive coupling with a passive sensor. 
The parameter is related to the oscillations that 
are necessary to evaluate the characteristics of  
the fluid flow through the stent. Despite the 
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scope of  this study, the working distance of  
the sensor is several millimeters, which is not 
enough for the sensor to work in the human 
body [4].

Also, articles [5,6] consider variants of  
embedded antennas in passive sensors that allow 
improving the efficiency of  wireless transmission 
of  energy and data.

We can conclude that the area of  
implantable sensors is being actively explored 
for monitoring blood flow parameters. 
We have established that methods of  early 
detection of  restenosis need further research 
and development, including integrated sensors 
and external reader devices.

This work considers the possibility of  
implementing remote measurement of  blood 
flow parameters due to an integrated passive 
capacitive sensor that is inductively connected to 
an external reader device.

2. MEASURING PRINCIPLE
The measurement principle is implemented 
as follows: the external reader device and the 
passive sensor are the primary and secondary 
resonant circuits, which are schematically 
shown in Fig. 1. The primary circuit consists 
of  an inductance L1 and a capacitor C1, which 
form an LC oscillating circuit. The circuit 
also has a signal generator for generating 
oscillations with a certain frequency. The 
secondary circuit includes an inductance L2 
and a variable capacitor C2, which mimics a 
capacitive sensor to form an LC-oscillating 
circuit.

ANDREY K. MOVCHAN, EUGENIY V. LOMAKOV, 
EUGENIY V. ROGOZHNIKOV, KIRILL V. SAVENKO

Fig. 1. Simplified electrical diagram.
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The secondary circuit receives energy from 
the primary circuit due to their inductive coupling. 
In this case, the blood flow affects the capacitive 
sensor, thereby affecting the parameters of  the 
primary circuit due to inductive coupling.

The resonant frequency of  a passive device 
can be expressed as its function of  inductance L 
and capacitance C, as shown in equation (1)

0
1 .
LC

ω =  (1)

The value of  the inductance of  the passive 
device remains constant after manufacture, 
and the capacitance of  the capacitor changes 
when the parameters of  the blood flow change. 
Accordingly, the resonant frequency of  the 
passive device will also depend on the parameters 
of  the blood flow according to expression (1). 
Remote determination of  the parameters of  
the internal passive device is realized due to the 
inductive coupling of  the external and internal 
devices. As a result, the parameters of  the 
integrated sensor affect the parameters of  the 
reader device. This allows to be determined the 
blood flow parameters on the external device 
side.

Energy losses during the propagation of  
radio frequency signals can depend on many 
parameters, including the resonant frequencies 
of  the two coils and their orientation. If  the 
thickness of  the tissue between the external 
and internal devices is less than one tenth of  
the wavelength, then the energy absorption is 
proportional to the square of  the signal frequency. 
Therefore, the operating frequency of  the signal 
cannot be too high. In other words, a system 
with a high resonant frequency is capable of  
transmitting a large amount of  energy, but this 
frequency must be reduced due to the increase in 
energy absorbed by human tissues. On the other 
hand, high Q-factor are difficult to obtain at low 
resonant frequencies. Therefore, the resonant 
frequency should be chosen according to the 
factors of  the device application. In this study, 

the operating frequency was chosen to be 10 
MHz.

High energy transfer efficiency is important 
in wireless systems where energy is transferred 
from one coil to another. The high Q-factor 
allows the oscillating circuit to save energy for 
a long time. Also, the high Q-factor allows to 
reduce energy losses and improve transmission 
efficiency.

The Q-factor of  the circuit is determined by 
the ratio of  the characteristic impedance ρ  of  
the oscillating circuit to the internal resistance r 
of  this circuit:

.Q
r
ρ

=  (2)

The characteristic impedance of  the circuit is 
defined by the formula:

.L
C

ρ =  (3)

The internal resistance of  the external circuit 
is selected 0.1 Ohm, and the required Q-factor 
is at least 500. The parameters of  the oscillatory 
circuit are obtained equal to L = 800 nH and 
C = 320 pF based on the condition of  the 
oscillation frequency of  the circuit equal to 10 
MHz and formula (4):

1 .
2

f
LCπ

=  (4)

3. MATHEMATICAL MODELING
The idea of  a non-contact passive sensor of  
blood flow parameters investigated in this work 
is based on inductively coupled resonant circuits, 
as shown in Fig. 2.

The resonant circuit of  the integrated part 
of  the sensor is formed by elements L2, r2 and 
the capacitive sensor C2, and the external circuit 
of  the reader part is formed by elements L1, r1, 
C1. The equivalent sources e21 and e12 reflect the 
mutual electromotive force (EMF) that is induced 
in each of  the circuits due to the action of  the 
inductive coupling. The source E0 is the energy 
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source in this circuit and forms a harmonic EMF 
with a circular frequency ω.

The output parameter of  the reader part 
of  the sensor is the voltage U1 of  the external 
reader circuit. In this case, U1 is determined by 
the circuit parameters and, in particular, by the 
capacitance of  the capacitive sensor C2, which 
is used in the device for measuring blood flow 
parameters. The change in the output parameter 
U1 can be determined using a linear amplitude 
detector. The estimate of  the potential 
sensitivity of  the sensor is determined from 
the dependence U1(C2), where U1 is the output 
voltage of  the reader part, C2 is the capacitance 
of  the capacitive sensor of  the integrated part 
of  the device.

U1(C2) is determined using the mesh current 
method [7]. The system of  equations of  mesh 
current for the circuit shown in Fig. 2 has the 
following form:

1 1 0 1 1 1 21 0

1 1 0 1 1 1 21
1

2 2 2 12
2

( ) ( ) ,
1( ) ( ) 0,

1( ) 0.

R r j L I r j L I e E

r j L I r j L I e
j C

r j L I e
j C

ω ω

ω ω
ω

ω
ω


 + + + + − =


+ + + + − =



+ + − =


 (5)

The mutual induction EMFs e21 and e12 are 
determined as follows in the respective circuits:

21 2 ,e j MIω=  (6)

12 0 1( ),e j M I Iω= +  (7)

where M is the mutual inductance of  the 
connected circuits, defined as:

1 2 ,M k L L=  (8)

where k is the coupling factor of  the coupled 
circuits determined by the mutual configuration 
of  the windings of  inductances L1 and L2 and 
the distance between them.

The following substitutions are used to 
simplify the presentation of  the results of  
solving contour equations (5):
interaction impedance

,MX Mω=  (9)

serial impedance of  the reader circuit Z1

1 1 1
1

1 ,Z r j L
j C

ω
ω

= + +  (10)

impedance L1r1 of  the reader circuit branch Z11

11 1 1,Z r j Lω= +  (11)
serial impedance of  the integrated circuit Z2

2 2 2
2

1 .Z r j L
j C

ω
ω

= + +  (12)

Taking into account the above mentioned 
substitutions, the system of  equations of  mesh 
current for the circuit shown in Fig. 2 will have 
the following form:

11 0 11 1 M 0

11 0 1 1 M 2

2 2 M 0 1

( ) ,
0,

( ) 0.

R Z I Z I jX I E
Z I Z I jX I
Z I jX I I

+ + − =
 + − =
 − + =

 (13)

The solution of  the system of  equations (5) 
will be expressions for the currents corresponding 
to the branches of  the circuit shown in Fig. 2. 
In particular, the expression for the current I0 
feeding the reader circuit has the following form:

0
0 22

112
2

11 2
2

1
2

.
M

M

M

EI
XZ
ZXR Z
XZ Z
Z

=
 

+ 
 + + −

+

 (14)

In expression (14), the summand 
2

2/M insX Z Z=  is the amount of  insertion 
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Fig. 2. Electrical diagram of  the sensor.
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resistance from the integrated circuit to the 
readout circuit.

The introduced resistance Zins is a consequence 
of  the inductive coupling of  the circuits and is 
determined by the magnitude of  the coupling 
factor k and, importantly, the parameters of  the 
integrated circuit.

The expression for the current I0 will take 
the following form taking into account the 
introduced notation Zins

( )
0

0 2
11 ins

11 ins
1 ins

.EI
Z Z

R Z Z
Z Z

=
+

+ + −
+

 (15)

From equations (13) it is also possible to 
determine the values of  the remaining currents 
using the current I0. Thus, the expression for 
the current I1 of  the read circuit is as follows:

11 ins
1 0

1 ins

.Z ZI I
Z Z

+
=

+
 (16)

Expression for the current I2 of  the integrated 
circuit

M
2 0 1

2

( ).jXI I I
Z

= +  (17)

The voltage U1 on the reader circuit can be 
obtained as follows:

1 0 0.U E RI= −  (18)

Expression (18) leads to the following result 
for U1 taking into account (15):

( )1 0 2
11 ins

11 ins
1 ins

1 .RU E
Z Z

R Z Z
Z Z

 
 
 = − +
 + + −

+  

 (19)

Fig. 3 shows the dependence of  the 
absolute value of  the voltage on the reader 
circuit on the frequency U1(f). Dependences 
are plotted for three values of  coupling 
factor k1 = 0.05, k2 = 0.01, k3 = 0.005 and 
frequency range f from 9.5 MHz to 10.5 MHz. 
The values of  the parameters of  the circuit 
elements (Fig. 2) are as follows: E0 = 10 V, R 

= 1 kOhm, L1 = L2 = 800 nH, С1 = С2 = 320 
pF, r1 = 0.1 Ohm, r2 = 1 Ohm.

The voltage U1 on the reader circuit and 
its dependence on the capacitance of  the 
capacitive sensor of  the integrated circuit must 
be determined to assess the potential sensitivity 
of  the sensor.

Fig. 4 shows the dependence of  the absolute 
value of  the voltage on the reader circuit on the 
capacitance value of  the sensor of  the integrated 
circuit U1(C2).

The dependences are constructed for three 
values of  the coupling factor k1 = 0.05, k2 = 
0.01, k3 = 0.005 and the range of  variation 
С2 from 260 pF to 380 pF. The values of  the 
parameters of  the circuit elements (Fig. 2) are 
as follows: R = 1 kOhm,  L1 = L2 =800  nH, 
С1 = 320 pF, r1 = 0.1 Ohm, r2 = 1 Ohm, f = 
10 MHz.
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Fig. 3. The dependence of  the absolute value of  the voltage 
on the reading circuit on the frequency.

Fig. 4. Dependences of  the absolute value of  the voltage on 
the reading circuit on the capacitance С2.
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In this case, the potential sensitivity of  the 
sensor is determined by the dependence of  
the voltage change ∆U1 on the reader circuit 
when the capacitance C2 in the integrated 
circuit changes by the value ∆С. That is, it 
is necessary to find the differential of  the 
dependence U1(C2):

1 2 1 2
2

( ) ( ) .U C U C C
C
∂

∆ = ⋅∆
∂

 (20)

Expressions (5) are calculated and 
dependences ∆U1(C2) are constructed for three 
values of  the coupling factor k1 = 0.05, k2 = 0.01, 
k3 = 0.005, frequency f = 10 MHz, the range of  
capacitance С2 from 260 pF to 380 pF and ∆С 
= 1pF. The remaining parameters of  the circuit 
elements (Fig. 2) are as follows: R = 1 kOhm,   
L1 = L2 = 800 nH, С1 = 320 pF, r1 = 0.1 Ohm, 
r2 = 1 Ohm.

Based on the graphs shown in Fig. 5, the 
maximum sensitivity values ∆U1(C2) at ∆С = 
1 pF for each of  the values of  the coupling 
factor have the following values: for k1 = 0.05, 
the maximum sensitivity is achieved when the 
capacitance of  the capacitive sensor С2 = 310 
pF and is ∆U1(C2) = –0.237 V/pF, for k2 = 
0.01, when С2 = 317 pF, ∆U1(C2) = –0.085 
V/pF, and for k3 = 0.005, when С2 = 318 pF, 
∆U1(C2)= –0.024 V/pF. The minus sign in 
∆U1(C2) indicates that as the capacitance of  
С2 increases, the voltage U1 decreases.

The results obtained show that the sensitivity 
of  this meter depends on the coupling factor of  
the circuits k, i.e. on the mutual configuration 

of  the inductance windings L1 and L2 and the 
distance between them.

Since r2 to make a small value is a very 
labour-intensive task in view of  the small 
overall size of  the coil L2, it is of  interest 
to obtain the dependence of  the sensor 
sensitivity on the active loss resistance r2 in 
the integrated circuit.

Fig. 6 shows the dependences of  the sensor 
sensitivity ∆U1(C2) for a fixed value of  the 
coupling factor k = 0.005 and three values of  the 
loss resistance r2 in the integrated circuit: r2 = 0.5 
Ohm, r2 = 0.5 Ohm and r2 = 2 Ohm. Frequency 
is f = 10 MHz, the range of  capacitance С2 is 
from 290 pF to 350 pF and ∆С = 1 pF. The 
remaining parameters of  the circuit elements 
(Fig. 2) are as follows: R = 1 kOhm, L1 = L2 = 
800 nH, С1 = 320 pF, r1 = 0.1 Ohm.

Based on the graphs shown in Fig. 6, the 
maximum sensitivity values ∆U1(C2) at ∆С = 
1 pF for each of  the loss resistance values r2 
have the following values: for r2 = 0.5 Ohms, 
the maximum sensitivity is achieved at the 
capacitance of  the capacitive sensor С2 = 319 
pF and is ∆U1(C2) = – 0.092 V/pF, for r2 = 1 
Ohm, at С2 = 318 pF, ∆U1(C2) = –0.02 V/pF, 
and for r2 = 2 Ohms, at С2 = 314 pF, ∆U1(C2) 
= –0.006 V/pF.

The results obtained show that the sensitivity 
of  this meter also significantly depends on 
the loss resistance r2. At the same time, the 
active resistance of  losses in the L2 coil of  the 
integrated circuit must be reduced to increase 
the sensitivity of  the device.
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Fig. 5. Dependences of  sensor sensitivity on С2 capacity.

Fig. 6. Dependences of  sensor sensitivity on С2 capacity.
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4. EXPERIMENTAL RESEARCH
The experimental layout was designed 
and assembled to study the practical 
implementation of  the described method 
based on the above. Fig. 7 shows the electrical 
circuit of  the layout, which contains the 
following components: inductance L1 = L2 = 
800 nH, constant capacitance C1 = C2 = 300 
pF, variable capacitance Ct1 = Ct2 = 2-30 pF, 
resistor R1 = kOhm, generator of  a sinusoidal 
signal with a frequency G1 = 10 MHz, varicap 
VD1 = VD2 = KB121A, limiting resistor R2 
= 152 kOhm, generator of  linearly increasing 
voltage with frequency G2 = 2 Hz, diode VDad 
= 1N4148, constant capacitance Cad = 12 nF, 
resistor Rad = 100 kOhm.

Components L1, C1, Ct1 form the primary 
oscillating circuit (reader circuit), L2, C2, Ct2 
form the secondary oscillating circuit (integrated 
circuit), VDad, Cad, Rad form the amplitude 
detector of  the primary circuit, VD1, VD2 form 
the voltage controlled variable capacitance to 
simulate the operation of  the capacitive sensor 
of  the integrated circuit.

Fig. 8 shows the voltage dependence of  the 
capacitance, which is the main characteristic of  
the voltage-controlled variable capacitance for 
this device.

The pressure-simulating signal can be isolated 
using an amplitude detector. The amplitude 
detector is used to isolate the amplitude envelope 
of  a high-frequency radio signal. The calculation 
of  the parameters of  the amplitude detector was 
based on the condition of  formula (17) and the 
parameters of  the experimental layout.

1 .
2

Xc
f Cπ

=
⋅

 (17)

The layout consists of  two universal printed 
circuit boards with a soldered circuit, according 
to Fig. 7. One of  the printed circuit boards is 
fixed and represents the primary circuit. The 
secondary circuit is located on a movable printed 
circuit board, which has the ability to move in 
the longitudinal axis, thereby making it possible 
to change the distance between the coils of  the 
primary and secondary circuits. Fig. 9 shows the 
assembled layout.

The first stage of  the work is to study the 
dependence of  the coupling factor on the form 
factor of  the coils. The coupling factor of  
inductance determines the degree of  mutual 
inductive coupling between two coils in an 
electrical circuit. It shows how a change in the 
current I1 in one coil affects the induction of  
voltage U2 in another coil. The coupling factor 
depends on the geometry of  the coils, the 
distance between them and other factors. It is 
assumed that the inductance coil included in the 
passive device has small overall dimensions due 
to the limitation that this coil is integrated into a 
human artery.

It is assumed that the inductance included 
in the passive device has small overall 
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Fig. 7. Electrical schematic diagram of  the layout.

Fig. 8. Capacitance-voltage curve of  the KV121A varicap. Fig. 9. Experimental layout.
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dimensions due to the limitation that this coil 
is integrated into a human artery. Therefore, 
the form factor of  the external reader coil 
must be changed to achieve a high coupling 
factor. A flat spiral coil on a printed circuit 
board was used as an inductance oМf  a passive 
device with the following characteristics: 
outer diameter D = 15 mm, inner diameter d 
= 2 mm, printed track width W = 0.035 mm, 
winding pitch s = 0.6 mm, printed conductor 
thickness h = 0.035 mm, number of  coils 
turns N = 11, inductance L = 800 nH.

Table 1 shows the parameters of  the 
coils that were used as the inductance of  the 
external device. Coils 1-3 have the shape of  a 
ring, wound turn to turn, coil 4 has the shape 
of  a flat spiral.

The formula for calculating the coupling 
factor is (18).

2

1 1 2

.
2

Uk
fI L Lπ

=  (18)

We can conclude from the data on the 
graph shown in Fig. 10 that the form factor 
of  the coils affects the coupling factor. 
Coil 4 is used for further research in the 
external reader circuit, due to the greater 
coupling factor at the interval from 10 mm 
to 40 mm.

The next stage of  the work is the 
measurement of  the volt-farad characteristics 
of  the sensor, in accordance with the scheme 
shown in Fig. 7. A linearly increasing voltage 
was applied from the generator to the varicap 
to simulate pressure changes. The magnitude 
of  the amplitude varied in the range according 
to the volt-farad characteristic of  the varicap 
shown in Fig. 11.

The range of  capacitance variation is limited 
by the volt-farad characteristic of  the varicap, 
in this regard, only part of  the dependence 
of  the output voltage of  the primary circuit 
on the capacitance value of  the capacitive 
sensor is shown. The curve of  the volt-farad 
characteristic has an asymmetric character 
based on the graph shown in Fig. 11. This is 
caused by the difference in the parameters of  
the primary and secondary circuits, as well 
as the nonlinear dependence of  the varicap 
capacitance on the applied voltage. The 
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Table 1
Parameters of external coils

Coil D, mm d, mm N L, nH

1 22 10 6.3 760

2 28 20 4.25 720

3 64 60 2.25 760

4 54 10 5 850

Fig. 10. Experimental dependences of  the coupling factor on 
the distance.

Fig. 11. Experimental capacitance-voltage curve of  the 
sensor.

All the capacitive elements, as well as the 
elements of  the amplitude detector, were 
switched off  when measuring the coupling 
factor from the circuit shown in Fig. 7. Fig. 10 
shows the graphs that were obtained as a 
result of  the study of  the dependence of  the 
coupling factor on the distance for various 
external inductance.
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maximum value of  the real sensitivity ∆U1(С2) 
was 30 mV/pF.

Further simulations of  blood pressure 
changes were performed using a G2 generator 
connected to the secondary circuit. Fig. 12 
shows samples of  the cardiac pulse signal that 
was generated by the G2 generator. This signal, 
having 438 samples per pulse, with a frequency 
of  2 Hz was applied to the varicaps (Fig. 7), 
thereby changing the total capacity of  the 
secondary circuit. Fig. 13 shows factorgram 
at the output of  the linear amplitude detector 
of  the reader device.

The graph of  the output signal of  the 
reader circuit has some differences from the 
signal loaded into the generator G2, due to 
the nonlinearity of  varicaps, the difference 
of  parameters of  both circuits, and the 
small number of  samples per pulse. The 
nonlinearity of  the sensor can be compensated 
by calibrating the device.

5. CONCLUSION
This work deals with a method of  wirelessly 
measuring blood flow parameters using an 
implantable passive sensor and reader device. 
This study performs a mathematical calculation 
of  the electrical circuit of  the measuring device, 
which resulted in the dependence of  the output 
voltage of  the reader device on the change 
of  capacitance in the implanted sensor. The 
potential sensitivity of  the measuring device is 
calculated based on the obtained dependencies 
for the specified parameters. The potential 
sensitivity was ∆U1(С2) = –0.085 V/pF with a 
contour coupling factor k = 0.01.

Next, the manufactured layout was presented 
and its parameters were given. The dependence 
of  the coupling factor of  the circuits was studied 
for different dimensions of  the primary circuit 
coils on this layout. The coupling factor was k 
= 0.008 when using a spiral coil with a diameter 
of  54 mm of  the primary circuit and a coil of  
a secondary circuit with a diameter of  15 mm 
at a distance of  40 mm based on the results 
obtained. Next, the dependence of  the output 
voltage of  the reader device on the change in 
the capacitance of  the secondary circuit was 
measured. The capacitance of  the secondary 
circuit was changed by a linear change in the 
voltage on the varicap. The real sensitivity of  the 
measurement device layout was estimated and 
amounted to 0.03 V/pF at a distance between 
the coils of  35 mm, which corresponds to 
the coupling factor k ≈ 0.011. The difference 
between the potential and real sensitivity of  the 
measuring device is caused by the difference in 
the parameters of  the primary and secondary 
circuits, as well as the nonlinear dependence of  
the varicap capacitance on voltage.

An experiment was also performed in which 
a voltage was applied to the varicaps in the form 
of  a cardioimpulse. As a result, the amplitude 
detector of  the external reader device showed 
a distorted cardio pulse signal, reflecting the 
nonlinearity of  the measurement device. The 
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Fig. 12. Cardioimpulse.

Fig. 13. The output signal of  the reader circuit.
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study showed a strong dependence of  the 
output parameter of  the device on the distance 
between the external reader and the implantable 
sensor and the size of  the coils of  the contours, 
as well as on the losses in the contour of  the 
implantable sensor.

The study showed a strong dependence 
of  the output parameter of  the device on the 
distance between the external reader and the 
implanted sensor and the size of  the coils of  the 
circuits, as well as on the losses in the circuit of  
the implanted sensor. Despite this, the method 
of  measuring blood flow parameters presented 
in this paper can be used in practice with 
appropriate calibration.
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Abstract: Determining the optimal integration between features and classifiers has a significant 
effect on the performance of  automatic heartbeat diagnostic systems. This importance stands out 
when dealing with critical applications that contain limited resources devices and require accurate 
and fast heartbeat classifiers to help the doctor make an accurate and quick diagnosis of  heart 
diseases. Aiming at this task, this paper introduces a novel approach for choosing the optimal 
features of  the ECG signal to be used with the Random Forest (RF) classifier following the inter-
patient method for ECG signals division and obeying the instructions of  the "Association for the 
Advancement of  Medical Instrumentation (AAMI)." The features were chosen based on the concept 
of  "Mutual Information Ranking (MIR)." The presented framework is comprehensive in terms of  
performing all the necessary processes efficiently, starting from ECG digital signal processing, 
segmentation, feature extraction, feature selection, and ending with ECG classification. The results 
of  the experiments demonstrate that features corresponding to the normalized QRS width and the 
normalized RR intervals are the most influential features in the heartbeat classification. All tests 
were conducted using real ECG signals taken from the "MIT-BIH" Arrhythmia Database (MIT-
BIH-ARR-DB). The suggested scheme attained the following F1-scores: 91.02%, 73.17%, and 
98.04% in the classification of  the Ventricular Ectopic Beats (V or VEB), Supraventricular Ectopic 
Beats (S or SVEB), and Normal Beats (N or NB), respectively. The overall accuracy was 96.26%. 
Despite its relative simplicity and reliance on few features, the proposed approach outperforms 
most of  the reported state-of-the-art.
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1. INTRODUCTION
Cardiovascular ailments are the main reason 
for killing millions of  people around the world, 
and the electrocardiogram (ECG) signal is a 
magnificent and effective means in their diagnosis 
[1,2]. The ECG is a low-cost and non-invasive 
means frequently used by cardiologists to record 
electrical activity and to detect abnormalities in 
the heart [3-5]. The ECG instrument senses this 
electrical activity using electrodes placed on the 
body and shows it on the screen [6-9]. An ECG 
signal is composed of  a collection of  periodical 
heartbeats, which are examined by a doctor 
to make a diagnosis and treatment [10]. This 
procedure relatively requires a lot of  time and 
intensive efforts, in addition to human errors that 
may occur due to workload [11]. Nowadays, it has 
become easier to acquire the ECG signal due to 
the availability of  portable and wearable devices 
and the possibility of  using them in ambulatory 
healthcare applications [12]. Employing these 
devices requires evolution not only in accuracy 
and reliability but also simple and computationally 
efficient methods for intelligent automatic 
heartbeat detection and classification to limit the 
amount of  information or data required to be 
sent to the doctor to evaluate the case and give 
counsel [13].

By referring to the AAMI, the approaches that 
classify the heartbeats must at most discriminate 
the following categories: Fusion Beats (F or FB), 
Unclassifiable or paced Beats (Q or QB), (VEB), 
(SVEB), and (NB). It is necessary to detect and 
count the number of  period ectopic beats to 
avoid dangerous heart disease. For instance, 
the repetition of  SVEB is related to dangerous 
illness, "Atrial Fibrillation," also the recurrence 
of  VEB is exceptionally indicator because it can 
be utilized as a predictor of  the most dangerous 
disease, "Heart Failure," which often leads to 
death [14,15].

Many efforts have been made by researchers 
in recent years to solve the problem of  automatic 
diagnosing or classifying heartbeats by proposing 
various techniques to fulfill this task. Generally, 
these techniques can be classified into two 
approaches: the first one is based on a deep-
learning strategy, while the other is based on a 
feature-engineering. Some researchers have applied 

Deep Neural Networks (DNNs) for classifying 
ECG signals [16-18], but the DNN experiences 
redundancy of  parameters and complexity of  
calculations. It is significant to mention here that 
the analytical classification based on features 
engineering can assist cardiologists in accurately 
diagnosing and precisely drawing up suitable 
therapy schedules by taking advantage of  the 
understandable extracted features.

Deep learning algorithms, on the other 
hand, are unable to provide cardiologists with 
interpretable features and cannot analyze the 
effects of  feature selection on ECG classification 
efficiency because the features are tacitly captured 
by deep layers in the network.One of  the most 
important surveys of  heartbeat classification 
schemes was introduced by Luz et al. [19]. 
Machine learning (ML) techniques have enticed 
great interest nowadays, and perhaps the most 
famous of  these is the RF technique, in which a 
set of  classifiers is produced as an "ensemble" of  
Decision Trees (DTs) [20]. The input is classified 
by the ensemble (forest) based on the majority 
principle [21]. Therefore, the RF classifier is 
considered extremely effective and has been 
recommended for resource-restricted devices that 
are intended to work in real-time [22-25]. Emanit 
[26] applied the DWT to the ECG signals and 
used the resultant coefficients as features to train 
the RF classifier. Llamedo et al. [27] presented 
a simple ECG classifier that classifies the SVEB 
and VEB based on coefficients of  the DWT and 
RR intervals. Alickovic and Subasi [28] suggested 
utilizing the distribution of  DWT coefficients 
to extract various features that feed into RF for 
heartbeats classification purposes. Gutierrez et 
al. [29] classified ECG signals using Quadratic 
Wavelet Transform (QWT) and neural networks. 
Ganesh and Kumaraswamy [30] proposed a 
method for ECG signals classification based on 
RR intervals and features extracted by taking 
the Discrete Cosine Transform (DCT) for ECG 
signals to train the RF classifier. Park et al. [31] 
used collections of  different time-domain features 
with an RF classifier for heartbeat classification. 
Aravind et al. [32] offered an algorithm for 
heartbeat classification using the Convolutional 
Neural Network (CNN) and Continuous Wavelet 

ANAS FOUAD AHMED, HADEEL N. ABDULLAH, BARAA M.ALBAKER MEDICAL PHYSICS



55

RENSIT | 2024 | Vol. 16 | No. 1

Transform (CWT). Yuanlu et al. [33] classified the 
ECG signal based on deep residual CNN.

The aforementioned studies achieved excellent 
accuracy (ACCo); however, some limitations exist, 
such as few of  them: obeyed the AAMI guidelines 
regarding the type of  heartbeat to be detected 
and classified, offered a robust model that can 
be applied to imbalanced data or signals directly, 
and employed the other metrics to evaluate the 
classification quality, such as F1-Score, besides the 
Positive Predictivity (PPr), and Sensitivity (Sen), 
that may be degraded because of  the majority class 
domination. Most importantly of  all, there are no 
previous studies (as far as the authors know) that 
deal with the use of  the RF classifier obeying the 
inter-patient mode. In this mode, the signals are 
separated into two groups: the first is used in the 
training phase and the second is used in the test 
phase, and there is no intersection between the 
two groups (there are no signals taken from the 
same patient in both groups) this leads to a more 
reliable assessment of  the performance of  the 
classifier. In this research, we used an efficient 
RF classifier for classifying the ECG signals 
according to the AAMI recommendations and 
the inter-patient mode. The following are the 
contributions of  this work:
• We introduce a comprehensive, robust, 

and efficient framework for ECG signals 
classification based on an improved RF 
classifier, taking into consideration all the 
required digital signal processing and analysis 
for the collected signals and adhering to the 
instructions of  the AAMI and the inter-
patient mode.

• A simple and efficient mechanism for 
detecting R-peaks based on trigonometry is 
proposed.

• New considerations for evaluating the 
normalized features are presented.

• Optimizing the performance of  the RF 
classifier without requiring complex 
computations by using the MIR to obtain an 
optimal and reduced group of  features from 
a large feature set that contains the most 
important features suggested in previous 
studies.

• Successful dealing with the problem of  
imbalanced data of  ECG signals where 
the abnormal signals are much less than 
normal signals; this attained by using the RF 
classifier, which is actually composed of  an 
ensemble of  several DTs that are sensitive 
to imbalanced classes and it takes a Uniform 
Random Sample (URS) from the data of  ECG 
signal with replacement strategy.

• An understandable analysis for ECG signal 
is attained by providing feature sets from 
various ECG signals, which are indispensable 
for medical purposes.

2. PROPOSED FRAMEWORK
The complete block diagram of  the suggested 
framework is illustrated in Fig. 1. It consists 
of  the following stages: collecting ECG signals, 
digital signal preprocessing, preparing heartbeats, 
features extraction, features selection, heartbeats 
classification, and classifier evaluation. Each 
one of  these stages is further detailed in the 
subsequent sections.

Fig. 1. Block diagram of  suggested framework.

A ROBUST AND EFFICIENT SCHEME FOR ECG SIGNAL CLASSIFICATION BASED 
ON DIGITAL SIGNAL PROCESSING, FEATURE ENGINEERING SELECTION, AND...MEDICAL PHYSICS
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The relabeling process for the collected signals 
was conducted to obtain five heartbeats classes 
according to the AAMI instructions, as shown in 
Table 2.

taken for the baseline-corrected signal to 
decompose it into various frequency bands. The 
Daubechies-6 (DB6) wavelet filter, four levels of  
decomposition, soft thresholding scheme (defined 
in Eq. (1)), and universal threshold determination 
strategy (given in Eq. (2)) are optimal for removing 
the WGN from the ECG signal.

( ) ( )( )sign

for ,  and 0 f ,or 
thresholding hr

hr hr

S De De De t

De t De t

= −

> ≤
 (1)

where De are the detail coefficients; thr is the 
threshold value.
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 SDN  Median / 0.6745
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D

=

=
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where SDN – is the Standard Deviation of  Noise.
The DB6 is characterized by the following 

features [35]:
• It has a very close shape to the ECG signal, 

which is essential for the ideal reconstruction.
• It is suitable for non-stationary signals due to its 

short vanishing moments.
• It has relatively low-cost computations due to its 

orthogonality.
Fig. 3 illustrates the shape of  the DB6 wavelet filter.
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2.1. collectinG ecG siGnals

The ECG signals were collected from MIT-BIH-
ARR-DB, which is available in [34]. It is well-
known and used by many researchers, and this 
facilitates the process of  comparing the suggested 
scheme with previous works. Table 1 describes 
these signals briefly.

Table 1
Description of the collected ECG signals

Parameter Value

No. Records 48

Duration (Minutes) 30

Sampling Frequency (Hz) 360

Leads Single (MLII)

No. Heartbeats 109,494

No. Heartbeats types 15

Gender of the Participants (%) 53% males, 47% females

Age Range (Years) 23-89

Table 2
Relabeling the MIT-BIH-ARR-DB according to the 

AAMI instructions

2.2. diGital siGnal preprocessinG

In practice, the ECG signals during their acquiring 
or transmitting are usually corrupted with two 
main types of  noises: Baseline Wanders (BW) and 
White Gaussian Noise (WGN) [35]. These noises 
must be reduced as possible to avoid their negative 
impact on the quality of  the signals and the 
classification performance. Fig. 2 demonstrates 
an example of  an ECG signal contaminated with 
BW and WGN.

To obtain baseline-corrected ECG signals, each 
signal passed through two Median Filters (the width 
of  the first is 200 ms, while the width of  the second 
is 600 ms). Next, it is subtracted from the raw ECG 
signal. After that, to eliminate the WGN, the DWT is

Fig. 2. An example of  ECG signal corrupted with BW 
and WGN.

Fig. 3. The shape of  the DB6 wavelet filter.
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2.3. r peak detection

This research suggests a simple and efficient strategy 
for R peak detection by evaluating the angles in degrees 
between sequential samples of  the amplitude of  the 
signal followed by applying a dynamic threshold 
to these angles and a time window as described in 
equations (3), (4), (5), (6), and (7), respectively:
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where β is the magnification factor, δ(k) is the kth 
sample of  the amplitude.

Note that β in Eq. (4); is adjusted in a way that 
ensures detection of  low-amplitude beats. Fig. 4 
illustrates this concept; when sampling frequency 
= 360 Hz, it is clear that the range of  angles is 
maintained between 80° and 90°. The dynamic 
threshold value in degrees D(k) is varied according to 
Eq. (5) to tackle the variations of  the heartbeats due to 
different patient cases and recording circumstances. 
The values of  θ(k) and D(k) are compared, then the 
time window G(k) is used for R peak detection.
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where Υ1 and Υ2 are empirically set to 0.4° and 
0.00012°, sequentially to get the smallest detection 
error as illustrated in Appendix A.
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After the time interval of  G(k) is evaluated, a 
comparison between the |local maximum| and 
|local minimum| amplitude of  the signal within 
G(k) is conducted; the highest one is specified as the 
R peak point, as illustrated in Fig. 5. The strengths of  
the proposed strategy can be summarized as follows: 
Eq. (1) guarantees that the relationship between 
θ(k) and |δ(k) – δ(k – 1)| is nonlinear, and θ(k) is 
restricted for a fixed range (0° and 90°). In other 
words, θ(k) is immune to the different changes of  
the QRS complex. Moreover, the tan-1 term makes 
the computation of  θ(k) easy and fast.
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Fig. 4. Evaluating the angles of  the heartbeat based on 
trigonometry.

Fig. 5. A demonstrative example of  the suggested approach 
for detecting the R peaks. (1). Denoised signal, (2). Angles 
(black) and dynamic thresholding (blue), (3). Time window G 

(k), (4). Locating and tagging the R peaks.

4

3

2

1
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After performing the filtering process, and R 
peak detection, the segmentation process is carried 
out. Each ECG signal is segmented into several 
heartbeats based on R peaks locations. The heartbeat 
is defined by specifying 92 sampling points before 
the R peak and 146 sampling points after the R peak 
(i.e., the length of  each heartbeat is 238 samples).
2.4. preparinG heartbeats

The segmented heartbeats are divided (according 
to the inter-patient scheme [36]) into two groups: 
the training group, which results from filtering and 
segmenting the signals of  set 1, and the testing 
group, which results from filtering; and segmenting 
the signals of  set 2. There is no intersection between 
the two sets (they come from different patients). The 
recordings for set 1 and set 2 are shown in Table 3. 
According to AAMI standards [37], the four 
recordings that contain pace beats are eliminated.

• Higher-Order Statistics (HOS): They are 
functional in capturing the slight variations in 
ECG signals [39]. Each heartbeat was segmented 
into 5 intervals over each one; the third and 
fourth-order statistics (skewness and kurtosis) 
were determined to generate ten features. The 
range of  delay variables, which are centered on 
the R peak, is (–250 to 250) ms as described in 
[39].

• QRS Complex Durations and Their 
Normalizations: They include the following 
five durations and their normalizations (ten 
features): overall QRS duration (QRSo), the 
QRS duration at the middle value of  the R peak 
(QRSm), the QRS duration at the quarter value 
of  the R peak (QRSq), the duration between 
Q and S waves (dQS), the duration between P 
wave and the starting point of  the QRS complex 
(dPQRS). These features are demonstrated 
in Fig. 6. The normalization for the above 
features can be obtained by dividing the feature 
value by the mean of  its value in the last thirty-
two heartbeats. A comprehensive explanation 
for extraction mechanism is demonstrated in 
Appendix B.

• Euclidean Distances: These four features 
depend on Euclidean distances between the R 
peak and four points of  the beat that represent 
the amplitude values through several samples 
(as proposed in [37]): maximum amplitude 
(Beat [0, 40]), minimum amplitude (Beat [75, 
85]), minimum amplitude (Beat [95, 105]), and 
maximum amplitude (Beat [150, 180]).
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Table 3
Signals of set 1 and set 2 with their associated 

recordings.

2.5. features extraction

A large number of  features were examined in this 
paper, and they represent the most notable eighty-
five features, most of  which were addressed in 
previous works [31,37-41], and they are as follows:
• The Coefficients of  DWT: The DWT has the 

ability to extract detailed information from both 
the frequency and temporal domains, making it 
ideal for ECG representation. In this study, the 
first-order Daubechies mother wavelet (DB1) 
with three decomposition levels was used to 
introduce twenty-three features.

• The Coefficients of  Hermite Basis Functions 
(HBF): The coefficients of  HBF were utilized 
as the features describing the pattern of  the 
ECG signal. The sample points situated 250 ms 
before and following each R peak represent the 
beat segment. The parameters for evaluating 
the coefficients of  HBF were described in [38]. 
The order of  HBF was fixed to twenty, and 
the width variable was estimated to reduce the 
reconstruction error (as possible) for each beat 
[37]. Three, four, and five HBFs were used to get 
fifteen features.

Fig. 6. Demonstration of  features of  the QRS complex 
durations and amplitude differences.
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• Amplitude Differences and Their 
Normalizations: They consist of  the following 
seven amplitudes and their normalizations 
(fourteen features): the difference in amplitude 
between R and Q waves (daRQ), the difference 
in amplitude between P and Q waves (daPQ), 
the differences in amplitude between R and S 
waves (daRS), and the peak values of  (S, R, P, 
and Q) waves. All these features are illustrated in 
Fig. 6. The normalization for the above features 
can be determined by dividing the feature value 
by the mean of  its value in the latter thirty-two 
heartbeats. A comprehensive explanation for 
the extraction mechanism is demonstrated in 
Appendix B.

• RR Intervals and Their Normalizations: They 
are the most utilized features for classification 
purposes. These features can be calculated from 
the time distance between consequent beats. If  
we denote RRp for the present RR interval, then 
RRp – 1 and RRp + 1 represent the pre RR and 
post RR intervals, respectively. The number of  
RR intervals considered in this paper is three. 
The following six features are the normalized 
RR intervals:
Normalized RRp = (RRp)/mean of  the latter 
thirty-two RR intervals
Normalized RRp – 1 = (RRp – 1)/mean of  the 
latter thirty-two RR intervals
Normalized RRp + 1 = (RRp + 1)/mean of  the 
latter thirty-two RR intervals
Normalized RRr1 = (RRp – 1)/RRp
Normalized RRr2 = (RRp + 1)/RRp
Normalized RRpt = [RRp – mean of  the latter 
thirty-two RR intervals]/ standard deviation of  
the latter thirty-two RR intervals.

2.6. feature selection

To minimize the computational cost of  the introduced 
framework without sacrificing the performance 
of  the classifier, the number of  features for the 
training stage was adjusted to ten; this is consistent 
with the conclusions of  the specialists and previous 
work [27,41]. The MIR principle is used to select 
just the most significant features according to the 
class of  the heartbeats. From the perspective of  
selection features, MIR has been recognized to be 
an impressive strategy as it can identify non-linear 
relevance between features of  a given features-
vector or features-matrix. The scores of  MIR (or MI 

values) evaluated between the labels of  the classes 
and features indicate the discrimination ability of  
these features.
MI (feature, class label) = E (feature) – E (class label|feature)   (8)
where E (feature): is the entropy of  a feature; E (class 
label|feature): is the conditional entropy of  the class 
label given feature evaluating the uncertainty about 
the class label whenever the feature is known. In this 
research, the MI values are estimated based on work 
in [42] and [43] and using a python function called 
"mutual_info_classif.".
2.7. the classification of heartbeats

In this study, the RF classifier is utilized for the 
heartbeats classification task. It is an ensemble of  
Z trees R1(I), R2(I), …, RZ(I), where I = i1, i2, …, 
ij is a j-dimension vector of  inputs and the obtained 
group generates Z outputs O1= R1(I), O2= R2(I), 
…, Oz = Rz(I). Oz is the value of  the prediction 
taken by tree number z. The final prediction O 
is determined by aggregating the output of  all 
random trees (majority voting). The RF produces Z 
number of  DTs from L-trained samples. The new 
training group is produced by conducting bootstrap 
sampling for all trees in the forest individually. This 
group is utilized to develop DT without trimming. 
In each division of  a DT node, just little numbers 
of  j features are chosen randomly rather than all of  
them. In order to construct a randomly produced 
forest, this procedure iterated to generate J of  the 
DTs.

The following is a brief  description of  the 
training process for a randomly created forest:

Stage One: From the training group, choose an 
arbitrary sample.

Stage Two: For every arbitrary sample, create 
a tree with the following alteration: at every node, 
choose the optimal division among an arbitrary 
chosen subgroup of  input parameters, which is 
the RF's tuning parameter. The tree is completely 
created until no more divisions are potential and not 
trimmed.

Stage Three: Reiterate stages one and two until 
Z such trees are created.

The RF classifier was constructed by utilizing the 
Scikit-learn library of  Python [44]. All the variables 
remained at their default configuration, except the 
number of  trees. To discover the best number of  
trees, the training was performed with an increased 

A ROBUST AND EFFICIENT SCHEME FOR ECG SIGNAL CLASSIFICATION BASED 
ON DIGITAL SIGNAL PROCESSING, FEATURE ENGINEERING SELECTION, AND...MEDICAL PHYSICS
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number of  trees by utilizing the optimal ten features, 
and the ACC achievement was examined. Fig. 7 
depicts the results of  applying the LOOCV on the 
training set. It is clear that when the number of  trees 
exceeds forty, the accuracy of  the classifiers does not 
improve and may even deteriorate.
2.8. classification assessment metrics

The measurement for the classification performance 
and comparison with state of  the art was conducted 
by determining the following metrics: Overall 
Accuracy (ACCo), F1-score, Positive Predictivity 
(PPr), and Sensitivity (Sen).

2 PPr SenF1 Score
PPr Sen
⋅ ⋅

− =
+

 (8)

TPPPr
TP FP

=
+

 (9)

TPSen
TP FN

=
+

 (10)

TP TNACCo
TP TN FP FN

+
=

+ + +
 (11)

where TP – True Positive, TN – True Negative, FP – 
False Positive, and FN – False Negative.

3. RESULTS AND DISCUSSION
This paper performs an investigation into the 
exploitation of  the RF classifier for ECG signal 
classification by employing the optimal choice for the 
extracted Time-Domain (TD) features and obeying 
the AAMI standards and the inter-patient approach. 
Various eighty-five features were examined in this 
research. All the features suggested in [37], which are 
considered important research work in this direction, 
were implemented. Furthermore, most of  the 
features offered or based on [41] and [38] were used. 
In this study, normalization was accomplished by 
dividing the features by the mean of  the most recent 
heartbeats. This process can be conducted more 

practically in real-time medical wearable and portable 
monitoring devices. Further normalizations for the 
RRp – 1 and RRp + 1 were performed by dividing 
them by the RRp interval; this was presented as an 
effort to comprise the timing relevance between the 
sequential R peaks, which is also addressed in [45]. 
The normalized RRpt was calculated to implicate a 
quantitative measure of  the standard deviations for 
a specific interval from the mean. Table 4 illustrates 
the most significant ten features evaluated by the 
MIR principle. Because the high proportion of  the 
above normalizations is presented in the table of  the 
most significant features (as indicated in Table 4), 
our findings reveal that the normalized RR intervals 
provide further information and are more effective 
for classifying ECG signals than other classical RR 
intervals. Just the best ten with the highest significant 
features were utilized in the tests. The results exhibit 
that only six features are adequate to attain the 
optimum outcomes (ACCo = 96.26%), as illustrated 
in Fig. 8, this is consistent with the obtained results 
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Fig. 7. Accuracy vs. the number of  trees attained from 
LOOCV on the training set for the RF classifiers.

Table 4
The most significant ten features resulting from MIR 

with their MI values
Position  According

to MIR
Feature Name MI Value

1 Normalized QRSm 0.19037819

2 Normalized QRSq 0.17508354

3 Normalized RRp 0.16311836

4 Normalized RRr2 0.14615831

5 QRSm 0.14439339

6 First fitting coefficient of the fourth 
degree of HBF (HBFC1D4)

0.14157413

7 HBFC2D4 0.14001679

8 QRSq 0.13641600

9 HBFC0D4 0.13299729

10 Normalized RRr1 0.13147040

Fig. 8. Overall accuracy (ACCo%) vs. the number of  
features for the RF classifier.
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in [38], which show the number of  most distinctive 
features in a subset is typically few and eliminating 
the less significant ones can effectively boost the 
classifier's performance.

Besides the normalized RR intervals features, the 
largest number of  the ten most significant features 
is concerned with the duration of  the QRS complex 
computed at specific magnitudes. This indicates that 
those particular features are more robust identifiers 
of  the QRS shape than fiducial points that are 
characterized by small-amplitude variations, which 
are often disturbed by baseline noise. Tables 5 and  6 
demonstrate the performance of  the proposed 
framework in terms of  the confusion matrix and 
various assessment metrics, respectively. Since the 

wrong classification of  QB and FB is not taken into 
consideration, according to the AAMI guidelines, 
therefore, they are not regarded in this study (as the 
most prior works), but they are still involved in the 
assessment. It is noteworthy that the F1-Score gives 
a more reliable indication for the performance of  the 
classifiers, especially when the data are unbalanced. 
In the context of  a comparison with previous 
works, the proposed framework is distinguished 
from approaches in previous researches by being 
comprehensive and fully automated. In contrast to 
the previous methods, which did not automatically 
detect the locations of  the R peaks (they work only 
if  these locations are pre-defined in the database), 
the proposed framework presented a new, simple, 
and efficient method to detect these locations based 
on trigonometry. Table 7 compares the results 
achieved with the testing set of  this paper with 
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Table 5
Performance of the proposed method in terms of the 

confusion matrix using testing set
Prediction

NB SVEB VEB

NB 43494 653 69

SVEB 367 1447 23

True VEB 377 15 2818

FB 269 2 67

QB 3 1 5

Table 6
Performance of the suggested approach in terms of 
Sen, PPr, F1-Score, and ACCo using the testing set

Sen PPr F1-Score ACCo
NB 98.04% 97.71% 98.04%

SVEB 78.77% 68.32% 73.17% 98.26%
VEB 87.78% 94.50% 91.02%

Table 7
A comparison of the performance of the suggested framework with state-of-the-art methods



62

No. 1 | Vol. 16 | 2024 | RENSIT

several methodologies presented in the literature 
that attained a very good ECG signal classification 
performance and used the AAMI advice and the 
inter-patient concept. It has been shown that the 
overall accuracy obtained in this paper is one 
of  the best achieved using the same assessment 
indicators (ACC = 96.26%), outperforms the 
performance accomplished in [46] (ACCo = 
96.15%), which is, according to our research, the 
highest in the previous works. The researchers in 
[46] utilized the Gaussian Mixture (GM) approach 
(which is computationally expensive) to obtain 
various features, and they used the Bagging Tree 
technique for classification purposes. The RF 
classification scheme can give better results than 
Bagging Tree because RF provides a minimum 
correlation between trees; this was also highlighted 
in [47]. The suggested method in [46] used one 
hundred trees to obtain their results, while the 
results introduced in this paper use forty trees 
only. Moreover, the proposed method is more 
general and practical in the real world because 
it deals with the problem of  WGN that can 
negatively affect the classification results. This 
problem is neglected in [46] and in most previous 
methods. The best detection results for SVEB 
were achieved in [46]; however, the suggested 
framework outperformed in terms of  detection 
of  VEB. The presented framework ranked second 
in the detection of  VEB (F1-score = 91.02%) 
after the first rank which, was achieved in [51] 
(F1-score = 94.47%). Nevertheless, our model is 
more efficient in terms of  complexity, simplicity, 
and fit for wearable and portable devices than the 
one offered in [51], which is based on DNN. The 
detection of  VEB is especially important because 
its recurrence can be utilized as a predictor of  the 
most dangerous disease, "Heart Failure," which 
often leads to death [14,15].

4.  CONCLUSION
In this research, a comprehensive, robust, efficient, 
and fully automated framework for ECG signal 
classification based on digital signal processing, 
feature engineering selection, and RF classifier 
was suggested. Optimal incorporation between 
features engineering and the RF classifier was 
introduced to meet the heartbeat classification 
task for devices with limited resources. The ECG 

signal classification performance was reasonably 
calculated by obeying the AAMI advice and the 
inter-patient approach. The most significant 
features for the ECG classification problem were 
the normalized features associated with the RR 
intervals and durations of  the QRS complex 
computed at specific magnitudes. The optimal 
outcomes were attained with the best six most 
significant features and forty decision trees of  
the RF classifier. The assessment was based on 
MIT-BIH-ARR-DB. By comparing the proposed 
scheme in this paper with the reported literature, 
it can be noted that our findings are one of  the 
best performances achieved to present. The 
outcomes not only asserted that the RF classifier 
is a superior approach for classifying the ECG 
signals, but also, comparatively, few numbers 
of  features and trees are adequate to achieve or 
outperform literature performance.

Appendix A
Tuning Y1 and Y2 to obtain the smallest 

detection error
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Y2

Y1 0.00006 0.00008 0.00018 0.00012 0.00014

0.2 0.350 0.281 0.262 0.251 0.624

0.3 0.235 0.218 0.216 0.207 0.218

0.4 0.198 0.191 0.190 0.185 0.193

0.5 0.198 0.196 0.195 0.193 0.200

0.6 0.200 0.195 0.208 0.203 0.220

Appendix B
Extracting the key points of  ECG signal

The highest absolute amplitude of  the signal in 
the period 100 ms prior to and following the R 
peak is assigned as a reference base point. The 
following procedures have been conducted for 
obtaining the ECG key points: (note the R peaks 
are detected and extracted as explained in section 
2.3)
1 Initially, suppose that the peaks of  P, Q, and S 
= 0 (no associated waves exist).
2. Go back before QRSmp and determine the 
transition points as follows:

i. Set [QRSmp/2p] = the first position at 
which the signal value is under QRSmp/2.
ii. Set [QRSmp/4p] = the first position at 
which the signal value is under QRSmp/4.
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iii. Set Qpeak = amplitude of  the first 
negative transition point.
iv. If  the first transition point trp ≥ 0, then 
specify this point as QRSb, set Speak = 
QRSmp, and Qpeak = 0.
v. If  QRSmp > 0, and the second trp < 0, and 
Qpeak = 0, then specify the amplitude of  this 
point as Qpeak.
vi. If  Qpeak ≠ 0, and the signal passes through 
0, then set QRSb = the first point that is ≥ 0.
vii. If  the second trp ≥ 0, and QRSb has still 
not been determined, then specify this point 
as QRSb.

3. Go ahead after QRSmp and determine the 
transition points as follows:

i. Set [QRSmp/2n] = the first position at 
which the signal value is under QRSmp/2.
ii. Set [QRSmp/4n] = the first position at 
which the signal value is under QRSmp/4.
iii. Set Speak = amplitude of  the first trp, that 
is < 0.
iv. If  Speak ≠ 0, and the signal passes through 
0, then set QRSe = the first point that is ≥ 0.
v. If  the second trp ≥ 0 and QRSe has still 
not been determined, then specify this point 
as QRSe.

4. Evaluate the maximum amplitude of  the signal 
in the period between 236 ms and 70 ms prior to 
QRSb (MApriQRSb[236,70]). If  this amplitude is 
> 3·STD of  the signal through the period of  70 
ms before the period under consideration and its 
location matches the trp of  the signal, then set 
Ppeak = MApriQRSb[236,70].

Note: QRSb: beginning of  the QRS, QRSe: 
ending of  the QRS, STD: Standard Deviation.
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Abstract: Methods and optimization algorithms for automatic search for AUC-diagram-based 
features of  Parkinson’s disease and essential tremor were studied and developed. AUC diagrams 
are a new method for statistical analysis of  biomedical signals, based on visualizing the parameters 
of  wave train electrical activity in the brain and muscles. The effectiveness of  this method has been 
demonstrated in solving problems of  early and differential diagnosis of  Parkinson’s disease and 
essential tremor. The disadvantage of  this method is the need to construct and analyze a large 
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urgent task. The mathematical problem of  finding features based on the analysis of  AUC diagrams 
is reduced to an optimization problem in a multidimensional feature space. A distinctive feature 
of  the space constructed using AUC diagrams is the presence of  relatively large compact areas 
containing local maxima and minima. This property of  the feature space facilitates the search for 
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features of  wave train electrical activity are investigated and developed.
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1. INTRODUCTION
The goal of  this work is to further develop 
the wave train electrical activity analysis 
method [1-18], designed by the authors for 
identifying regularities in biomedical signals. 
The concept behind the analysis of  wave train 
electrical activity is to merge the advantages of  
conventional spectra and wavelet spectrograms. 
This involves identifying wave trains (local 
maxima) on wavelet spectrograms of  signals, 
calculating these wave train characteristics –
namely, the central frequency of  the wave train, 
maximum power spectral density (PSD) of  the 
wave train, duration of  the wave train in seconds, 
duration of  the wave train in periods at the 
central frequency, bandwidth of  the wave train 
normalized to the central frequency of  the wave 
train, and instantaneous phase of  the wave train. 
Subsequently, mathematical statistics methods 
are employed to uncover generalized properties 
of  wave trains (for example, ranges of  listed 
wave train parameters) that are characteristic of  
the analyzed signal sample or differentiate one 
signal sample from another. The effectiveness 
of  the proposed method was demonstrated in 
the early (preclinical) and differential diagnosis 
of  neurodegenerative diseases Parkinson’s 
Disease (PD) and Essential Tremor (ET) [1-
3,16,17], as well as in the recognition of  so-called 
immature epileptic discharges in laboratory 
animals [15,18]. All examples discussed in this 
paper are based on the analysis of  a special type 
of  wave train electrical activity – the so-called 
cross-wave trains [3], which are local maxima 

on cross-spectra of  electromyographic (EMG) 
signals of  paired antagonist muscles in patients 
with ET and patients with the first stage of  PD.

The primary tool of  the wave train electrical 
activity analysis method is AUC diagrams [1-3]. 
An AUC diagram is a way to visualize statistical 
regularities that distinguish two signal samples. 
Different types of  AUC diagrams [2,3] are used 
to analyze various wave train parameters, but the 
principle of  using any AUC diagram boils down 
to creating a two-dimensional diagram, with 
the abscissa axis representing the value of  the 
lower boundary of  the investigated wave train 
parameter, and the ordinate axis representing the 
upper boundary of  this parameter (see example 
in Fig. 1). For each possible combination of  lower 
and upper wave train parameter boundaries, 
an AUC diagram uses a color scale to show 
the degree of  difference between one signal 
sample and another. The degree of  difference is 
characterized by the area under the ROC curve 
(AUC), constructed to compare the average 
number of  wave trains (per second of  time) 
found in the analyzed signal samples, such that 
the value of  the considered wave train parameter 
falls within the range between the considered 

Fig. 1. An example of  a frequency AUC diagram. 
The comparison involves the EMG signal envelopes in 
paired antagonist muscles in the left hands in two patient 
groups. The first group consists of  patients with the first 
stage of  PD with onset in the left hand (10 individuals), 
and the second group consists of  patients with ET (13 

individuals).
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lower and upper parameter boundaries (indicated 
on the abscissas and ordinates of  the diagram). 
Historically, a blue-red color scale is used for 
AUC diagrams, so values of  AUC close to 0 
correspond to blue areas on the diagram, while 
values close to 1 correspond to red areas. For 
researchers, both blue and red areas on the AUC 
diagram are of  interest. Blue areas correspond 
to wave train parameter ranges in which the 
number of  wave trains in the first sample is less 
than in the second, while red areas correspond to 
ranges in which the number of  wave trains in the 
first sample is more than in the second. In this 
paper, we will adhere to the same terminology. 
In particular, when automatically searching for 
features distinguishing signal samples, we will 
talk about "blue" and "red" solutions to the 
optimization problem corresponding to blue 
and red areas discovered on AUC diagrams.

Searching for regularities in signal samples 
using AUC diagrams manually is a rather 
laborious process. During data analysis, the 
researcher creates AUC diagrams of  various 
types. Upon detecting a blue or red area with a 
good AUC value on one of  the diagrams, the 
researcher decides to further investigate the 
found area. A constraint corresponding to the 
selected area on the AUC diagram is imposed 
on the investigated range of  the parameter, after 
which AUC diagrams of  all other types need 
to be rebuilt and reanalyzed. This described 
sequence of  actions is repeated iteratively until 
the observed AUC values cease to improve [2]. 
From the standpoint of  mathematical analysis, 
the mentioned algorithm for finding regularities 
represents solving an optimization problem in 
a twelve-dimensional space (six parameters of  
wave trains, each with a lower and upper bound) 
by iteratively moving two-dimensional slices 
of  this space (i.e., AUC diagrams). In practice, 
it may take a week or even a month of  manual 
work to search for signs of  neurodegenerative 
disease in a sample of  electroencephalographic 
(EEG) or electromyographic signals.

Of  course, the idea of  automatic analysis of  
AUC diagrams arose from the very beginning of  
the development of  the method for analyzing 
wave train electrical activity. Analyzing the twelve-
dimensional parameter space is not a difficult 
task for modern optimization algorithms, so we 
hoped to automate the search for regularities in 
biomedical signals using standard optimization 
algorithms [19], such as simulated annealing [20], 
pattern search [21], and genetic algorithms [22]. 
However, our experiments quickly showed that 
this idea was very naive.

The first problem we encountered in the 
automatic search for blue and red areas on AUC 
diagrams was that some automatically found 
wave train parameter ranges that differentiate 
signal samples with very good AUC values (close 
to 0 or 1) ceased to "operate" after we rounded 
the values of  these ranges to one or two decimal 
digits after dot. We termed this issue the "fragile 
solutions" problem. A careful examination of  
the fragile solutions problem revealed that in 
the twelve-dimensional wave train parameter 
space, indeed, there are very narrow areas with 
AUC values close to 0 or 1, around which AUC 
sharply worsens and approaches 0.5 (indicating 
an inability to distinguish the analyzed signal 
samples). During manual analysis of  AUC 
diagrams, a person naturally avoids entering 
such areas of  parameter space, focusing mainly 
on blue and red areas of  relatively large sizes. 
Standard optimization algorithms lack criteria 
for assessing the robustness (resistance to small 
parameter changes) of  the solutions found 
and therefore identify formally very good but 
impractical solutions.

The second problem encountered in the 
automatic analysis of  AUC diagrams was the 
large number of  solutions computed. From 
the perspective of  practical use of  wave train 
parameters for the recognition and differential 
diagnosis of  neurodegenerative diseases, one 
could simply select several good (in some sense) 
solutions and disregard the rest. However, if  
AUC diagrams are used as a research tool, it is 
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necessary to somehow compare and interpret 
the entire set of  found solutions as a whole. 
For example, when analyzing tremor signals in 
patients with the first stage of  PD, we found 
that the AUC diagram comparing the group of  
patients with tremor in the right hand with the 
group of  patients with ET (Fig. 2) substantially 
differs from the AUC diagram comparing 
the group of  patients with PD with tremor in 
the left hand (Fig. 1) with ET. This raised the 
question of  whether the observed differences 
are manifestations of  fundamentally different 
neurophysiological mechanisms in the right 
and left hands of  patients, or whether similar 
regularities are observed in both hands of  
patients but in a different ratio. The automatic 
search identified hundreds of  solutions on the 
AUC diagrams, which did not simplify answering 
the posed question.

Fortunately, automatic methods allow for the 
implementation of  more complex schemes for 
analyzing the parameter space of  wave trains 
than simply searching for global extrema, and we 
can take advantage of  them for a detailed study 

of  the structure and properties of  this space. The 
second part of  the paper discusses the method of  
so-called "multidimensional drilling of  the wave 
train parameter space", developed by the authors 
for the search and analysis of  local extrema in 
the wave train parameter space. The third part of  
the paper considers the problem of  assessing the 
robustness of  optimization problem solutions 
and proposes a criterion for assessing robustness, 
based on the physical meaning of  the wave trains 
parameter space. The fourth part of  the paper 
discusses the application of  developed statistical 
tools for researching clinical data of  patients and 
developing diagnostic procedures.

2. MULTIDIMENSIONAL DRILLING 
METHOD OF THE WAVE TRAIN 
PARAMETER SPACE
The idea of  multidimensional drilling of  the 
wave train parameter space aims to enhance 
the expressive capabilities of  conventional 
AUC diagrams through the application of  
optimization algorithms. The improved AUC 
diagrams (referred to as AUC-Drilling diagrams) 
differ from the standard ones in that, within 
each cell of  the diagram, not just the AUC value 
is calculated, but the global extremum of  the 
AUC function within the wave train parameter 
space. In the search for the global extremum, the 
optimization algorithm is allowed to vary all the 
boundaries of  the wave train parameters, except 
for the two that correspond to the abscissa and 
ordinate of  the diagram under consideration. 
These two parameter boundaries must remain 
within the confines of  the considered cell on the 
diagram.

Fig. 3 illustrates the idea of  multidimensional 
drilling of  the wave train parameter space using 
an analogy with drilling oil wells. The figure 
shows a three-dimensional cube (a particular 
case of  a twelve-dimensional cube). Each face 
of  this cube can correspond to a certain AUC-
Drilling diagram; the top face is chosen for the 
illustration. The perpendicular edges of  the top 
face correspond to the axes of  the abscissa and 

Fig. 2. An example of  a frequency AUC diagram. 
The diagram compares the envelopes of  electromyographic 
(EMG) signals in paired antagonist muscles in the right 
hands in two patient groups. The first group consists of  
patients with the first stage of  PD with onset on the right 
hand (12 individuals), and the second group comprises 
patients with ET (13 individuals). The arrow points to 

a large red area absent in Fig. 1.
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ordinate of  the AUC-Drilling diagram. In each 
cell of  the top face of  the cube, a well is drilled 
through the remaining ten dimensions of  the 
space, to find areas of  the space where AUC 
values are close to 0 or 1. Depending on which 
specific optimization problem solutions we are 
looking for, blue or red, two different AUC-
Drilling diagrams can be constructed – blue or 
red.

The initial experiments with multidimensional 
drilling revealed that the results of  EMG signal 
analysis of  patients with PD and ET differ 
substantially from those shown by conventional 
AUC diagrams. Continuing the analogy with 
mineral extraction, the difference between the 
types of  AUC diagrams is akin to that between 
surface geological surveys and exploratory 
drilling. Primarily, we observed that in some 
frequency ranges, both blue and red solutions 
with AUC close to 0 and 1 exist simultaneously. 
On conventional AUC diagrams, these solutions 
may overlap each other, preventing a complete 
view of  the regularities within the wave train 
parameter space. AUC-Drilling diagrams separate 
blue and red solutions into different diagrams, 
allowing us to study them independently.

For example, on the red AUC-Drilling 
diagram for the left hands of  patients, a red 

area was discovered (see Fig. 4, area A) that is 
invisible on the corresponding AUC diagram 
(Fig. 1) because it is covered by a certain blue 
area (see Fig. 5).

At the same time, it was found that the red 
areas on the AUC-Drilling diagrams for the right 

Fig. 3. The concept of  multidimensional drilling of  the 
wave train parameter space.

Fig. 4. An example of  a red frequency AUC-Drilling 
diagram. The envelopes of  EMG signals in paired 
antagonist muscles in the left hands in two patient groups 
are compared. The patient groups are the same as in 
Fig. 1. A red area, invisible on the corresponding AUC 
diagram in Fig. 1 due to its overlap with a certain blue 
area, is indicated by an arrow. To solve the optimization 
problem here and in subsequent considerations, a pattern 

search algorithm is applied [21].

Fig. 5. An example of  a blue frequency AUC-
Drilling diagram. The envelopes of  EMG signals in 
paired antagonist muscles in the left hands in two patient 
groups are compared. The patient groups are the same as 

in Figs. 1 and 4.
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(Fig. 6) and left (Fig. 4) hands of  patients in the 
frequency range below 25 Hz have roughly the 
same shape. The difference in the red areas on 
the corresponding AUC diagrams (see Figs. 1 and 
2) turned out to be only apparent. In particular, 
the large red area on the AUC diagram for the 
right hands of  patients (Fig. 2, area B) stands out 
only because, in this frequency range, there are 
no blue solutions (see Fig. 7, area C).

The examples of  AUC-Drilling diagrams 
discussed above allow us to hypothesize 
that the tremor in the left and right hands of  
patients with PD and ET is controlled by the 
same neurophysiological mechanisms, but the 
impact of  these mechanisms occurs in different 
ratios, leading to different clinical presentations. 
This observation supports the conclusion that 
different algorithms need to be applied for 
diagnosing patients with PD with left-sided and 
right-sided onset [3].

3. ROBUSTNESS ASSESSMENT 
OF OPTIMIZATION PROBLEM 
SOLUTIONS
Robust solutions of  an optimization problem are 
defined as points in the explored parameter space 
that possess a certain neighborhood in which the 
solution remains good in some sense [23-25]. As 
a quantitative assessment of  the robustness of  a 
solution, one can adopt the maximum radius R 
of  a multidimensional ellipsoid (stability radius) 
surrounding the considered solution, inside 
which no "bad" solutions exist. In the context 
of  this study, we consider "bad" solutions to 
be those in which the AUC value, compared 
to the AUC at the center of  the ellipsoid, has 
approached the value of  0.5 by more than half. 
For instance, if  a blue solution with an AUC value 
of  0.1 is considered, the quantitative assessment 
of  the robustness of  this solution would be the 
maximum radius of  the ellipsoid within which 
AUC values do not exceed 0.1 + (0.5 - 0.1)/2 
= 0.3. If  a red solution with an AUC value of  
0.9 is considered, the quantitative assessment 
of  the robustness of  this solution would be the 
maximum radius of  the ellipsoid within which 
AUC values are not lower than 0.9 - (0.9 - 0.5)/2 
= 0.7. Note that different coordinate axes in 
the wave train parameter space correspond to 
different units of  measurement, so measuring 
the radius of  the ellipsoid in absolute units does 
not make sense. We measure the radius of  the 
ellipsoid in percentages of  the ellipsoid's center 
coordinate values.

Fig. 6. An example of  a red frequency AUC-Drilling 
diagram. The envelopes of  EMG signals in paired 
antagonist muscles in the right hands in two patient 
groups are compared. The patient groups are the same 

as in Fig. 2.

Fig. 7. An example of  a blue frequency AUC-Drilling 
diagram. The envelopes of  EMG signals in paired 
antagonist muscles in the right hands in two patient 
groups are compared. The patient groups are the same as 
in Figs. 2 and 6. An area where blue solutions are absent 

is indicated by an arrow.
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Unfortunately, the twelve-dimensional 
wave train parameter space does not have an 
analytical description, so the only tool available 
for assessing the robustness of  blue and red 
solutions in the wave train parameter space is a 
computational experiment. As the neighborhood 
of  the considered solution, models also must be 
applied.

Currently, we use the following model for 
the neighborhood of  the optimization problem 
solution. The considered solution S is a point 
in the twelve-dimensional space and can be 
described by a vector of  twelve coordinates 
<S1, ..., S12>. The model of  the neighborhood 
(ellipsoid) with radius R of  the solution S in the 
parameter space we call the set of  all points P 
such that each coordinate Pi of  the point differs 
from the corresponding coordinate Si of  the 
explored solution by a value of  R or –R (see 
Fig. 8).

It should be noted that the described ellipsoid 
model is only a crude approximation of  the exact 
description of  the set of  points located in the 
neighborhood of  the solution. However, the use 
of  this simplified model allows for a significant 
reduction in the computational resources needed 
for conducting computational experiments 
while still providing a general understanding 
of  the properties of  the optimization problem 
solutions.

Fig. 9 presents histograms of  the quantitative 
robustness assessments of  the optimization 
problem solutions found during the construction 
of  frequency AUC-Drilling diagrams, comparing 
the EMG signal envelopes in paired antagonist 
muscles in patient groups with the first stage 
of  PD and patients with ET, as shown in Figs. 
4-7. The histograms in Fig. 9 indicate that a 
significant number of  solutions have robustness 
close to 0. This is even though the model of  the 
multidimensional ellipsoid (Fig. 8) is inclined 
to overestimate the robustness assessments of  
solutions since it does not account for every 
point adjacent to the explored solution in the 
wave train parameter space. This means that the 
presence of  "fragile" solutions, unfortunately, 
is one of  the inherent properties of  the wave 
train parameter space, and it must be taken 
into account when solving medical diagnostic 
problems.

One of  the unique properties of  the wave 
train parameter space is that each point in this 
space has a simple physical meaning, namely, the 
average number of  Q1 and Q2 wave trains per 
second observed in the first and second signal 
samples respectively, whose parameters fall within 

MEDICAL PHYSICS

Fig. 8. The model of  the neighborhood (twelve-
dimensional ellipsoid) of  the optimization problem 
solution in the wave train parameter space. The figure 

shows only three dimensions of  the ellipsoid.

Fig. 9. Histograms of  quantitative R robustness 
assessments of  optimization problem solutions during 
the construction of  frequency AUC-Drilling diagrams 
comparing the EMG signal envelopes in paired antagonist 
muscles in patient groups with the first stage of  PD and 

patients with ET.
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the ranges corresponding to the considered point 
in the space. This opens opportunities for the 
development of  new methods for assessing the 
robustness of  optimization problem solutions, 
which are not based on the concept of  "stability 
radius" and other geometric analogies.

As a measure of  solution robustness, 
the authors proposed using the maximum 
average number of  wave trains observed in the 
considered signal samples, Q = max(Q1, Q2). The 
idea of  the Q robustness assessment is based on 
an empirical observation made while studying 
the wave train parameter space. It turned out 
that fragile solutions often arise at points in the 
space imposing strong restrictions on certain 
wave train parameters. In such points of  the 
space, the number of  observed wave trains 
decreases to a few wave trains in tens or even 
hundreds of  seconds. As a consequence, the 
probability increases sharply that at this point in 
space, the ratio of  the number of  wave trains 
observed in the two analyzed signal samples can 
substantially change due to random fluctuations 
in the number of  wave trains. As a result, we 
obtain a solution with a very good AUC value, 
close to 0 or 1, which stops "working" with the 
slightest change in parameter boundaries.

The study of  the correlation between 
the robustness estimates Q and R based 
on experimental data confirmed that 
both assessments yield similar results (see 
Fig. 10). In particular, it was found that the 
Spearman's rank correlation between the Q 
and R estimates is 0.6-0.8 with a high level of  
significance (p < 0.001) when comparing both 
the right and left hands of  patients, for both 
red and blue solutions of  the optimization 
problem. Interestingly, a significant number 
of  the solutions do not fit this regularity and 
demonstrate high R robustness scores with Q 
metric values close to zero (points located near 
the ordinate axis in Fig. 10). This indicates the 
potential risk of  using the stability radius and 
similar geometric estimates, as they may not 
always identify potentially fragile solutions.

A significant advantage of  the robustness 
estimate Q, compared to the R estimate, is 
its computational simplicity. Estimating the 
number of  wave trains, whose parameter 
values fall within the considered intervals, is 
an intermediate step in calculating AUC, so 
any constraints on the Q value can be added to 
the optimization algorithm’s objective function 
without additional computational costs. The 
situation with the robustness estimate R is 
quite different because an additional check of  
the solutions’ neighborhood, assessed by the 
optimization algorithm, substantially increases 
the time to solve the optimization problem.

Currently, we apply a constraint on Q directly 
in the process of  multidimensional drilling of  
the wave train parameter space, and then we 
perform an additional check of  the robustness 
of  the found solutions using the Q and R 
metrics. In particular, during the calculation 
of  the AUC-Drilling diagrams presented in 
Figs. 4-7, an additional condition Q ≥ 0.5 was 
applied. In the subsequent verification of  the 
found solutions, restrictions on the AUC, Q, R, 
and other characteristics of  the solutions can be 
established.

Fig. 10. Correlation between robustness estimates Q 
and R for optimization problem solutions during the 
construction of  frequency AUC-Drilling diagrams, 
comparing the EMG signal envelopes in paired antagonist 
muscles in patient groups with the first stage of  PD and 

patients with ET.
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4. DISCUSSION
Experiments with clinical data have shown that 
using the method of  multidimensional drilling 
of  wave train parameter space, it is possible to 
compute several dozen or even hundreds of  
optimization solutions with high robustness 
suitable for clinical diagnostics of  patients. 
A natural question arises: is there any reason 
to analyze such a large number of  solutions? 
What benefit can be derived from them in 
studying the neurophysiological mechanisms of  
neurodegenerative diseases? Should all found 
solutions be used for clinical diagnostics, and 
what danger lies in the application of  a large 
number of  solutions? These questions are 
certainly subject to further research, but we can 
make some observations based on the experience 
of  studying the clinical data of  patients.

Typically, the set of  solutions computed by 
the multidimensional drilling method is quite 
heterogeneous. Fig. 10 shows an example of  
a correlation matrix of  225 solutions, each 
characterized by a vector of  12 numbers 
representing the average number of  wave trains 
per second observed in a patient with ET or a 
patient with the first stage of  PD with onset 
in the left hand. In this example, only the red 
solutions are considered. As seen in Fig. 11, 

some solutions yield approximately similar 
results, while others yield completely different 
results. This means that combining some 
solutions can substantially increase the 
accuracy of  patient diagnostics. However, 
combining solutions that are similar to each 
other can lead to overfitting of  the diagnostic 
procedure, i.e., a very confident diagnosis of  
patients included in the training set and poor 
recognition of  new patients.

Comparison of  the number of  wave 
trains satisfying different solutions allows 
researchers to assess the homogeneity of  
the patient sample, and clinicians to verify 
the diagnosis of  individual patients. Let us 
consider an example of  a correlation matrix 
of  a patient group in Fig. 12. The correlation 
matrix vividly shows that patients diagnosed 
with PD differ from patients diagnosed 
with ET. However, in some cases, the EMG 
parameters of  a patient may more closely 
resemble those of  patients with a different 
diagnosis. Of  course, this requires a careful 
reexamination of  the patient’s clinical data 
and possibly further analysis.

MEDICAL PHYSICS

Fig. 11. Correlation matrix of  225 optimization 
solutions obtained using the multidimensional drilling 
method in the wave train parameter space in patients 
with the first stage of  PD with onset in the left hand 
(5 individuals) and patients with ET (7 individuals). 
Each solution is characterized by a vector of  12 values 
representing the average number of  wave trains per second 

observed in the respective patient.

Fig. 12. Correlation matrix of  the patient group with 
PD and patients with ET, as considered in Figure 11. 
Each patient is characterized by a vector of  225 values of  
the average number of  wave trains per second, satisfying 
certain 225 solutions of  the optimization problem. 
The correlation matrix indicates, in particular, that the 

diagnosis of  patient 6 needs to be reevaluated.
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5. CONCLUSIONS
The main idea of  the method for analyzing wave 
train electrical activity lies in the statistical analysis 
and search for regularities in the parameters of  
local maxima (wave trains) identified in wavelet 
spectrograms of  signals. The method is versatile 
and can be applied to investigate biomedical 
signals of  various types, including EEG, EMG, 
and accelerometer signals.

AUC diagrams serve as the primary working 
tool of  the wave train electrical activity analysis 
method. The new type of  AUC diagrams 
described in the paper combines visualization 
tools for wave train parameters and automated 
search tools for regularities in the wave train 
parameter space. This statistical tool will be 
useful both for studying the neurophysiological 
mechanisms affecting the clinical condition 
of  patients and for solving practical problems 
related to identifying diagnostic features of  
neurodegenerative disorders and developing 
diagnostic algorithms.

The issue of  "fragile solutions" discovered 
during the investigation of  clinical patient data 
has been addressed. Two fundamentally different 
approaches to assessing the robustness of  
solutions to the optimization problem, computed 
during the analysis of  wave train parameter 
space, have been proposed. The first approach 
is based on calculating the stability radius of  the 
investigated solution. The second approach is 
based on th physical meaning of  the wave train 
parameter space. A comparison of  robustness 
estimates of  solutions to the optimization 
problem based on these two principles has been 
conducted.
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1. INTRODUCTION
The phenomenon called "strange radiation 
tracks" (SRT) was first described in detail in an 
article on the effects detected during electric foil 
explosions [1], although LENR researchers (Low 
Energy Nuclear Reactions - nuclear reactions at 
low energies) had observed similar tracks before 
[2,3,4]. In the study [1], photoemulsions were 
used as detectors. The traces found were not 
similar to tracks formed by charged particles of  
high energy, since, first of  all, they were very 
long (up to several millimeters). The shape of  the 
detected tracks is different: continuous straight 
or curved tracks, tracks with kinks, tracks with a 
complex periodically repeating pattern. All tracks 
are located strictly along the surface. An estimate 
of  the energy release in the tracks gave a value of  
~1000 MeV (particles arising in nuclear reactions 
have an energy of  ~ 1 MeV). Note that the effects 
of  strange radiation are not only extended tracks, 
but also microcraters [5].

LENR reactors of  various types (nickel-
hydrogen, with incandescent lamps, with 
electrolysis and plasma electrolysis) were created 
in the KIT experimental design laboratory in 2015-
2022 [6-13]. Some of  them worked continuously 
for a long time (up to 7 months). The duration 
and stability of  the operation of  the reactors 
made it possible to conduct systematic studies 
of  SRT, examining not only the type of  specific 
tracks, but also the speed of  their appearance 
on the surface of  the detectors, dependence on 
distance and dynamics over time.

Initially, detectors used in nuclear physics 
experiments to register high-energy charged 
particles were used for the study of  SRT: 
photographic films, X-ray films and nuclear 
photoemulsions. But it was soon discovered that 
SRT also appear on smooth surfaces of  almost 
any substance. In addition to photoemulsion 
detectors, glass, mica, metals, plastics and a 
number of  other materials were tested at  KIT 
research laboratory. Most of  the experiments were 
done using CD and DVD discs (polycarbonate) as 
detectors. Fresh discs have a very smooth surface 
without scratches and are easily accessible in large 
quantities, which makes it possible to increase 
the statistical reliability of  the results obtained. 
Optical, scanning electron (SEM) and atomic 

force (AFM) microscopy methods were used to 
study the shape of  the tracks.

This article does not aim at a detailed 
description of  the research methodology and 
the array of  data obtained, as they are set out 
in publications [14-19]. Here are only the most 
important results and the main conclusions arising 
from the various studies conducted. We will 
systematize the types of  tracks, give an analysis 
of  the results obtained, and on the basis of  the 
revealed patterns we will formulate a hypothesis 
explaining the main experimentally discovered 
properties of  SRT.

2. TACKS TYPES
2.1. smooth tracks
Smooth tracks (Fig. 1) predominate in 
plastic fusible materials (plastics, gelatin in 
photoemulsion). Such tracks have the form of  
grooves with a depth of  about 0.1 microns and a 
width of  several microns. On the sides, protrusions 
are visible with a height approximately equal to 
the depth of  the groove (probably squeezed out 
material).
2.2. tracks with a periodically repeatinG 
complex pattern
Tracks with a period from 44 to 200 microns were 
detected. In each track of  this type, the pattern is 
unique (Fig. 2). Occur both in plastic materials 
and moderately hard and heat-resistant (glass, 
metals). The cross-sectional profile of  such tracks 
has a complex character (Fig. 3). Sometimes it is 
possible to observe the transition of  a smooth 
track into a periodic one (Fig. 4).

CONDENSED MATTERS NUCLEAR PHYSICS

Fig. 1. "Smooth" tracks on polycarbonate. The image 
obtained by atomic force (AFM) microscopy [18,19].

ALEXANDER G. PARKHOMOV, VLADISLAV 
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2.3. tracks alonG which crackinG and 
scatterinG occurs
Occur in brittle heat-resistant materials (mica, glass, 
ceramics, etc.)

CONDENSED MATTERS NUCLEAR PHYSICS TRACKS OF STRANGE RADIARION. THEIR 
PROPERTIES. AN ATTEMPT AT EXPLANATION

Fig. 2. Fragment of  a typical track with a periodic pattern 
on the surface of  polycarbonate (SEM). The period is about 

90 microns [18,19].

Fig. 3. Example of  AFM profilogram cross-sectional  of  one 
of  the sections of  a periodic track on polycarbonate [18,19]

Fig. 4. Transition of  a periodic track (period 45 microns) to 
a smooth one (or vice versa). Polycarbonate. Optical microscope 

[15]

Fig. 5. Fragment of  the track on the glass. Optical microscope. 
The track pattern repeats with a period of  about 70 microns. 

Bright areas, possibly cracks in the glass [22].

Fig. 6. Example of  a mica track (SEM) [15,17].Tracks 
on mica represent extended traces of  surface destruction, as 
if  the captured material is raked and then periodically left on 
the further path. Next to the tracks, small mica particles are 

visible on the mica surface, possibly ejected from the track.

Fig. 7. Tracks on the surface of  lithium niobate LiNbO3  
are accompanied by numerous cracks. Optical microscope [22].

2.4. tracks in the form of chains of round 
spots ("drip tracks")
Found near electrolysis cells.

Fig. 8. "Drip" tracks on DVDs near an H2SO4 electrolytic 
cell with nickel electrodes [12].
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3. GENERAL PROPERTIES OF 
STRANGE RADIATION TRACKS
3.1. intensity of the appearance of tracks 
dependinG on the distance to the lenr 
reactors. variability
To numerically estimate the intensity of  the 
appearance of  tracks, the method of  calculating the 
total length of  tracks and comparing the obtained 
values of  the experimental samples with the control 
was used [14-16]. The usual duration of  each 
exposure is 1 week. Due to the fact that the size of  
the detectors is comparable to the size of  the area in 
which the appearance of  a sufficiently large number 
of  tracks is observed, and, in addition, the intensity 
of  the appearance of  tracks is extremely unstable 
over time, the determination of  the dependence 
on distance can only be estimated. Despite this, 
numerous long-term measurements allow us to draw 
an important conclusion about a sharp decrease in 
the intensity of  the appearance of  tracks at a distance 
of  more than 20 cm from the reactors. Thus, the 
average for 5 exposures, the total length of  tracks on 
mica for distances of  5 cm from the reactors (948 
mm per sample) exceeds by more than an order of  
magnitude the average for 10 exposures, length of  
tracks for long distances (37 mm per sample). A large 
variation in the values of  individual measurements is 
characteristic for this phenomena.

The results on the DVD are similar to those 
obtained for mica: on average, 980 mm per sample 
for a zone closer than 20 cm from the reactors (49 
exposures) and 54 mm per sample for a zone further 

than 20 cm (30 exposures). There is also a large 
spread of  values obtained both in the near and far 
zone (see Fig. 10).

Note that the appearance of  tracks is a rather 
rare phenomenon. According to [14,15], the average 
rate of  accumulation of  tracks at a distance of  5-13 
cm from the nickel-hydrogen reactor [7] is 0.027 mm 
per cm2 per hour, i.e. the appearance of  tracks with 
a total length of  1 mm on a square centimeter of  
the detector can be expected for a time of  about 37 
hours.
3.2. intensity of the appearance of 
tracks dependinG on the shieldinG and 
orientation of the detectors
In the course of  various experiments, the following 
was found out [16]. Discs tightly arranged in a stack 
protect each other (tracks appear mainly on the first 
disc). There are few tracks on discs located in a 
plastic box closed from all sides.

In part of  the exposures from the nickel-
hydrogen reactor, an aluminum foil curtain covered 
DVDs from thermal radiation. This curtain did not 

ALEXANDER G. PARKHOMOV, VLADISLAV 
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2.5. microcraters

Fig. 9. On the left: microcraters and tracks detected on 
the X-ray film located near the cavitation unit. On the 
right: AFM profilogram of  one of  the microcraters. This 
microcrater has a diameter of  about 1.1 microns and a depth 

measured from the film plane of  38 nm [5].

a

b

Fig. 10. Total lengths of  tracks on DVD by exposure: (a) 
for the near zone, (b) for the far zone [14,15].
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form a solid shell around the disc, and was separated 
from the disc by a distance of  several cm. At the 
same time, the discs gained a significant number of  
tracks, unlike the control discs located at a distance 
from the reactor. Protection against the appearance 
of  tracks seems to work only in the case of  a screen 
tightly covering the detector from all sides.

No regularity in the accumulation of  tracks by 
discs depending on their orientation were observed 
in our experiments.
3.3. investiGation of the substance 
elemental composition in the tracks
One of  the methods used to study the shape of  
tracks was scanning electron microscopy (SEM). 
This method, along with obtaining high-resolution 
images, makes it possible to analyze the elemental 
composition of  a substance at specified points on 
the surface under study. Analyses made in the area 
of  tracks and at a distance from them did not reveal 
significant differences.

4. HYPOTHESIZING THE NATURE OF 
STRANGE RADIATION TRACKS (SRT)
An overview of  approaches to the explanation of  
SRT (the hypothesis of  magnetic monopoles, the 
hypothesis of  tachyons, the hypothesis of  magneto-
toro-electron radiation, the hypothesis of  "dark" 
hydrogen, the hypothesis of  multicharged clusters, 
etc.) can be found in the article [23]. None of  these 
hypotheses can explain the complex of  properties 
inherent in this amazing phenomenon. In particular, 
two important properties are ignored, without 
which it is impossible to do without an explanation: 
a very complex, diverse, non-repeating pattern of  
periodic tracks, and a strong unpredictable variability 
in the intensity of  the appearance of  tracks. The 
hypothesis outlined below makes it possible to 
approach the explanation of  not only one side of  this 
phenomenon, but the whole set of  experimentally 
discovered properties.
4.1. Tracks with a periodically repeating complex 
pattern can be formed as a result of  rolling objects 
ranging in size from 14 to 64 microns [18,19]. 
The irregularities of  these objects are imprinted 
on the surface of  the detector, which ensures the 
repeatability of  the pattern with detected periods 
from 44 to 200 microns.
4.2. It is reasonable to assume that these objects 
are dust particles suspended in the air. The variety 

of  dust motes shapes explains the uniqueness 
of  the drawings in various tracks (Fig. 11). The 
dustiness of  the air, and, consequently, the 
intensity of  the appearance of  tracks, depends 
on many difficult-to-control circumstances. Dust 
particles driven by air currents can penetrate into 
any places that do not have reliable protection 
against air penetration.
4.3. In order for a dust particle to leave an imprint, 
it must be harder than the detector material and 
pressed hard enough against the detector surface. 
If  we count the area of  contact of  a dust particle 
with the detector surface of  1 μm2 and the tensile 
strength of  50 MPa (polycarbonate), a force of  f 
~ 5·10-5 N is needed for irreversible deformation.
4.4. Let's assume that the force is related to the 
electric charge of  a dust particle. Suppose that 
a dust particle has the shape of  a sphere with a 
diameter of  d = 20 microns. To attract to a flat 
electrically conductive surface with a force of  f = 
5·10-5 N, a sphere with a diameter of  20 microns 
must have a charge q = 2d(πε0f)

1/2 = 1.5·10-12 C 
(9.3·106 electron charges). The force of  attraction 
to the dielectric surface has the same order of  
magnitude (depends on the permittivity). Electric 
capacity of  a sphere with a diameter of  20 microns 
С = 2πε0d = 1.1·10-15 F, potential φ = q/C = 1350 
V, electric field energy W = Cφ2/2 =1.0·10-9 J 
= 6300 MeV, the electric field strength on the 
surface of  the sphere E = q/πε0d

2 = 1.3·108 V/m.
4.5. Such a charge may appear in a dust particle 
when it is located near the LENR reactor. 
Experiments show that the agent causing nuclear 
transmutations acts not only inside, but also 
outside the reactor [9-11]. Discussion of  the 
nature of  this agent is beyond the scope of  this 
article. It is this agent, which has a high penetrating 
power, that is "strange radiation".
4.6. The electron shells of  atoms resulting from 
nuclear transmutations are in a highly excited state 
(this is evidenced by soft X-ray radiation near LENR 
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Fig. 11. A dust particle under a microscope [20].
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reactors) [21]. The excitation of  electron shells is 
removed not only by X-ray radiation, but also by the 
emission of  Auger electrons with an energy of  up to 
tens of  keV. They are usually absorbed in close areas 
of  the surrounding matter. But in the case of  a small 
dust particle, they can come out. For example, the 
path length of  an electron with an energy of  10 keV 
in a substance with a density of  2·103 kg/m3 (silicon 
dioxide) is about 5 microns [24]. As a result, a dust 
particle acquires a positive charge. Assuming that 
each act of  nuclear transmutation is accompanied 
by the loss of  one electron, 9.3·106 transmutations 
(approximately one transmutation per 108 atoms of  
the dust particle substance) are required to acquire a 
charge of  1.5·10-12 C.
4.7. The high intensity of  the electric field near the 
charged dust particle (~108 V/m), it would seem, 
should lead to the ignition of  the corona discharge 
and the rapid draining of  the electric charge. 
However, the occurrence of  electronic avalanches 
requires not only a high field strength, but also 
a sufficiently high potential difference [25]. A 
potential difference of  about 1000 V is not enough 
for this. In addition, dielectric particles as a result of  
nuclear transmutations are charged volumetrically, 
which makes it difficult for charges to drain from 
the surface.
4.8. A dust particle attracted to the detector surface 
can either release the energy of  an electric charge, 
forming a microcrater (6300 MeV energy is quite 
enough for this), or move if  there is an electric 
field along the surface or the detector material is 
inhomogeneous (the relative permittivity is unstable). 
There may also be reasons unrelated to the electric 
field, for example, the movement of  air along the 
surface of  the detector. Moreover, the particle will 
predominantly not slide, but roll, since the coefficient 
of  rolling friction is 2-4 orders of  magnitude less 
than the coefficient of  sliding friction.
4.9. "Smooth" tracks are formed by particles up to 
10 microns in size [18,19]. During the movement, 
heat is released as a result of  deformation and 
destruction of  the detector material and dust 
particles. This can lead to melting of  the material on 
which the tracks are formed, and to smoothing out 
possible irregularities [18,19]. It is clear why there are 
especially many "smooth" tracks on fusible materials 
(plastics).

4.10. Brittle materials with a high melting point (for 
example, mica, glass) are destroyed by a moving 
particle not only by pressure, but also by a sharp 
temperature drop. Particularly severe damage 
occurs in materials with piezoelectric properties 
(for example, lithium niobate) as a result of  the 
action of  a strong electric field. Approaching the 
surface of  the dielectric detector of  a positively 
charged body causes polarization of  the dielectric, 
equivalent to the action of  a negative charge of  
the same magnitude (in our example, q = 1.5·10-

12 C). If  a substance has piezoelectric properties 
with a typical piezo module d ~ 10-11 C/N, it will 
contract with a force f = q/d ~ 0.1 N. This force 
acts on an area of  about 10 μ2 (10-11 m2), causing 
a pressure of  1010 Pa, which significantly exceeds 
the strength limits of  conventional materials.
4.11. "Drip" tracks. In the process of  electrolysis, 
many droplets of  electrolyte are formed in the form 
of  an aerosol. Some of  them, being in the field of  
action of  the agent causing nuclear transmutation, 
acquire a positive electric charge. The properties 
of  such droplets ("charged clusters") are studied in 
detail in [23]. They move, periodically approaching 
and moving away from the detector surface, 
dropping a cluster much smaller than the main one at 
the moment of  approach. Chains of  circular traces 
appear on the detector.
4.12. A sharp decrease in the probability of  tracks 
appearing at a distance of  20-30 cm from LENR 
reactors is probably due not only to a geometric 
weakening of  the intensity of  the agent activating 
the dust particles, but also to the limited retention 
time of  electric charges on the dust particles.

5. EXPERIMENTAL JUSTIFICATIONS
5.1. modelinG of the process of track 
formation as a result of dust particles 
rollinG on the detector surface [22]
5.1.1. tracks on dvd
a) For two days, a clean DVD disc without scratches  
lay on the windowsill near the open window with 
the working surface up, accumulating dust. Then the 
working surface of  the dusty disc was rubbed against 
another disc with a very light pressure.

Tracks with periodic patterns appeared on the 
disc, as well as smooth single and double tracks, very 
similar to tracks of  strange radiation (Fig. 12).
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5.1.3. tracks on photoemulsions
Several grains of  quartz sand 100-200 microns in 
size were applied to the RM-1 X-ray film with a size 
of  2x5 cm2, covered with the same film and moved 
the upper film by about 1 cm with light pressure. 
Tracks with a distinct pattern periodicity appeared 
on the films (Fig. 16).

These experiments confirm the possibility of  
the appearance of  traces similar to the tracks of  
strange radiation when rolling various particles on 
the surface of  various materials.
5.2. hiGh intensity of track formation at 
hiGh concentration of dust-like particles
A halogen incandescent lamp with a rated power of  
300 W at an increased supply voltage from 220 to 320 
V is suspended inside a ceramic pipe. Experiments 
show that incandescent lamps operating in forced 
mode are sources of  an agent that causes nuclear 
transmutations [9-12]. When turned on, the lamp 
and ceramic tube are heated to a high temperature, 
which contributes to the convection movement of  air 
from the bottom up. If  a powder, such as corundum, 
is poured at the bottom, rather small particles are 
carried away by the ascending air flow and pass near 
the lamp (Fig. 17). A detector (for example, a glass 
plate) is located on top of  the pipe. The air coming 
out of  the pipe with trapped particles washes the 
detector.

b) Several carbonyl nickel particles with a shape 
close to spherical and a size from 5 to 20 microns 
were applied to a fragment of  a clean DVD, covered 
with another fragment of  a clean DVD and moved 
the upper disc by about 1 cm. Several parallel tracks 
with a width of  ~ 10 microns appeared on the discs 
(Fig. 13).
5.1.2. tracks on Glass
Grains of  quartz sand, corundum, and carbonyl 
nickel were placed between the microscope slides 
(Fig. 14). The compression force of  the plates is ~ 1 
N (light finger pressure), the movement of  the upper 
glass relative to the lower one is about 1 cm.
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Fig. 12. Tracks that appeared on the surface of  a DVD disc 
when rolling dust particles (optical microscope).

Fig. 13. Tracks that appeared on the surface of  a DVD disc 
during rolling of  carbonyl nickel particles (optical microscope).

Fig. 14. Location of  the microscope slides.
Fig. 15 shows one of  the tracks that occurred when 
using corundum grains of  ~ 50 microns in size. The 
randomness of  the track pattern may be related to 
the randomness of  the process of  crack formation 
in the glass, as well as the gradual destruction of  a 
grain of  corundum.

When using grains of  quartz sand and carbonyl 
nickel, tracks on the glass did not occur (the hardness 
of  these substances is lower than the hardness of  
glass).

Fig. 15. Slide glasses, corundum grains ~ 50 microns in size 
(optical microscope).

Fig. 16. Track on an X-ray film from a grain of  quartz 
sand (optical microscope).

Fig. 17. "Generator" of  tracks. 1 – aerosol source, 2 –
ceramic tube with an incandescent halogen lamp located inside, 

3 – detector.
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In order to avoid overheating, the installation 
can be turned on only for 1 minute. But even this 
time is enough for tracks to appear on the detectors 
(examples in Fig. 18). This is a very high intensity. 
Recall that under normal conditions, the appearance 
of  tracks with a total length of  1 mm on a square 
centimeter detector can be expected in about 37 
hours (see section 3.1)

6. CONCLUSION
The assumption that tracks of  strange radiation 
form dust particles or liquid droplets suspended 
in the air, which have acquired an electric charge 
as a result of  nuclear transmutations, allows us to 
explain many features of  the phenomenon of  tracks 
of  strange radiation, indicated at the beginning of  
the article. The proposed hypothesis answers the 
questions:
• why tracks only appear on the surface;
• where do the particles forming the tracks come 

from;
• why does an electric charge appear in them and 

what does LENR have to do with it;
• how tracks with unique periodic patterns, smooth 

tracks, tracks with cracks and "drip" tracks arise;
• why the intensity of  the appearance of  tracks is 

unstable under seemingly identical conditions.
The possibility of  the appearance of  tracks 

similar to SRT when dust and dust-like particles 
are pressed against the surface of  various detectors 
has been confirmed experimentally. Based on the 
hypothesis put forward, an experimental setup has 

been created in which the intensity of  the appearance 
of  tracks is significantly increased compared to the 
natural process.

Thus, the proposed hypothesis allows us to 
explain a number of  characteristic features of  the 
phenomenon of  strange radiation tracks, which 
seemed mysterious. At the same time, there are 
still questions that require reflection and further 
research.
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Abstract: A method for estimating the transverse spin-Hall resistance for polycrystalline 
samples of  pure metals has been proposed. The spin-Hall effect coefficients for various 
metals of  3-6 periods, including rare-earth lanthanides, have been calculated. It is shown 
that the sign of  the calculated spin-Hall resistance always coincides with the experimental 
one. For most of  the considered metals the calculation result agrees with the experimental 
data. It is shown that the agreement of  the calculation results with experiment can be 
significantly improved if  the used approximations of  strong coupling and effective charge 
are supplemented by the assumption that the interaction of  collectivized conduction 
electrons in the construction of  the self-consistent field can be taken into account by the 
introduction of  the effective mass of  the conduction electron in the Hamiltonian of  the 
spin-orbit interaction. The reasons for the deviation for aluminum, copper, dysprosium, 
holmium, and gadolinium are discussed.
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1. INTRODUCTION
A promising direction for the development of  a 
new generation of  information technology and 
sensor devices [1] is non-magnetic spintronics 
based on the spin-Hall effect (SHE). It is 
accepted to distinguish between extrinsic and 
intrinsic SHE. The main role in the extrinsic 
SHE, predicted by M.I. Dyakonov and V.I. Perel 
in 1971 [2], the spin-dependent scattering of  
conduction electrons on impurity fields plays a 
major role. Such scattering provides a fraction of  
spin-polarized current of  the order of  fractions 
of  a percent with a coherence length of  the 
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order of  tens of  nanometers. This is sufficient 
for studies of  spin effects in nanostructures, 
but not for information and biotechnology. 
The intrinsic SHE predicted by S. Murakami in 
2003, J. Sinova in 2004 [3] and soon discovered 
experimentally [4] occurs due to the spin-orbit 
interaction of  the Rashba-Dresselhaus type [5]. 
This interaction is caused by the field of  atomic 
nuclei and can be induced by the non-zero 
orbital momentum of  the conduction electron, 
or directly by its momentum [6].

The intrinsic SHE is that the charge current 
in pure nonmagnetic metals with strong spin-
orbit interaction leads to a measurable transverse 
spin current [7]. There is also an opposite 
phenomenon, the inverse spin-Hall effect 
(ISHE), in that a spin current in a metal creates a 
transverse charge current [8]. Thus, the intrinsic 
SHE can be used in spintronics devices for both 
generation and detection of  spin current. It has 
been experimentally found that in some cases 
polycrystalline samples exhibit an increase in the 
angle of  the SHE, the fraction of  spin-polarized 
current, and the coherence length compared to 
single-crystal samples [9].

At present, reliable experimental data on the 
spin-Hall effect in metals are available. Therefore, 
within the approximations used in [10], the spin-
Hall effect coefficients of  nonmagnetic metals of  
the 5th and 6th periods were calculated [11]. For 
platinum, tantalum, gold, alpha-tungsten, palladium, 
molybdenum, and niobium, the calculation of  the 
transverse spin-Hall resistance gave results that 
agree with the published experimental ones within 
the measurement error. For beta-tungsten, the 
calculated values are about 2 times larger than the 
experimental values, reflecting the anomalously high 
SHE. The purposeful search for promising materials 
for spintronics devices, justification of  methods for 
their design, calculation, and optimization of  their 
signal characteristics implies expanding the basis 
for comparing calculated values with experimental 
ones. For this purpose, we calculated the constants 
of  the spin-Hall effect for metals of  the 4th and 3rd 
periods, as well as lanthanides.

2. SELF-CONSISTENT FIELD 
APPROXIMATION FOR COLLECTIVE 
ELECTRONS
The spin-orbit addition to the energy of  a single 
electron located in a given electric field with 
potential Ф(r) has the form [12]

2 2
ˆ ˆ ˆ .

2
eV s p

m c rαβγ α γ
β

ε ∂Φ
= −

∂


 (1)

Here m is the mass of  an electron with charge –e, 
ħ is the reduced Planck constant, c is the speed 
of  light in vacuum, εαβγ is the unit antisymmetric 
Levi-Civita tensor.

A pure metal crystal can be considered as a 
homonuclear molecule with metallic bonding. 
In the framework of  the Hartree-Fock one-
electron approximation, each collective electron 
is in a self-consistent field created by ion cores 
and other collective electrons [13]. The self-
consistent field is usually obtained by the method 
of  successive approximations. In the initial 
approximation, the wave function of  a collective 
electron is considered as a molecular orbital and 
is represented as a linear combination of  atomic 
orbitals (LCAO approximation).

For any spin state of  an electron it is possible 
to choose such a direction of  the z-axis that the 
projection of  its spin on this axis has a certain 
value sz, i.e. ( ) ( ) ( ), , .zsψ σ ψ δ σ=r r  In the strong 
coupling approximation, such a combination for 
the coordinate part of  the wave function can be 
the Wannier function [14]:

( ) ( ) ( )
1

1 exp ,
N

n n
n

i
N

ψ
=

= Ψ −∑r r R kR  (2)

Here Ψ(r) is the atomic function of  the outer 
electron, Rn is the translation vector, and N is 
the number of  nodes in the crystallite.

As a model potential of  the initial 
approximation we take the crystal field potential 
of  ion cores with effective charge Ze and 
coordinates Rk

( )
10

1 .
4

N

k k

eZ
πε =

Φ =
−∑r

r R
 (3)

Here ε0 is the electric constant.
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If  the atomic wave function Ψ(r) in relation 
(2) is to be considered hydrogen-like as an initial 
approximation, the value of  Z can be estimated 
by equating the coordinate of  the maximum 

maxρ  of  the radial component of  this function 
to the atomic radius Ra.

max ,B

a

aZ
R

ρ
=

where aB = 5.3·10-10 m is the Bohr radius. Fig. 1 
shows an example for estimating the value of  
Z for a metal of  the fourth period, i.e., when 
the square of  the modulus of  the radial wave 
function R40 has four maxima.

The approximation of  the effective charge in 
the model potential (3) together with the strong 
coupling approximation (2) means that, when 
constructing the self-consistent field for the 
collective electron, only its interaction with the 
nuclei and localized electrons of  ion cores is taken 
into account. In the next approximation, the 
interaction, including exchange, of  the collective 
electron with other conduction electrons should 
be taken into account. Such interaction is usually 
taken into account in the analysis of  transport 
phenomena in the framework of  the effective 
mass method. Formally, it is possible to replace 
in formula (1) the mass of  the free electron by 
the effective mass. However, there is no reason 
to believe that this should be the effective 
mass determining the conductivity and thermal 
conductivity of  the metal.

3. DYNAMICS OF THE CONDUCTION 
ELECTRON MOMENTUM IN A 
CRYSTAL
Let us consider a mesoscopically homogeneous 
and isotropic metal. Individual crystallites 
exhibit anisotropic properties at the microscopic 
level, but a physically small volume containing a 
large number of  randomly orientated crystallites 
will not have any distinguished direction. Under 
mesoscopic homogeneity and isotropy it is 
meant that there is no regular texture in the 
sample, i.e. the crystallites are oriented uniformly 
randomly. Regular texture may be formed during 
fabrication of  the sample, such as mechanical 
rolling or other deformation of  the sample, but 
not during sputtering. We will also assume that all 
crystallites have no intrinsic magnetic moment 
and there are no domain walls, so there is no 
significant spin perturbation during conduction 
electron transport across the boundary between 
crystallites.

The dynamics of  the electron momentum 
created by the perturbation (1) is described by 
the equation for the mean [13]

2

2 2

ˆ ˆ,

ˆ ˆ .
2

dp i V p
dt

e
s p

m c r r

δ
δ

αβγ
α γ

β δ

ε
ψ ψ

 = = 

∂ Φ
=

∂ ∂





 (4)

Integration over the coordinates and 
summation over the spin variables of  the 
conduction electron are implied in the right-
hand side of  relation (4). For any spin state 
of  the electron it is possible to choose such a 
direction of  the z-axis that the projection of  its 
spin on this axis has a certain value sz, i.e. ψ(r,σ) 
= ψ(r)δ(σ,sz). Then after summation in (4) on 
spin variables, putting ˆ =s s  and substituting 
variables r – Rk → r, we obtain

( )( )

( ) ( )

2 2

2 2
, , 10

5 3

exp
8

ˆ ˆ3 .

N

n m
n m k

k m k n

dp e Zs i
dt m c N

r l p
r r

δ α

αδγδ
α γ

πε
ε

=

= − ×

× Ψ + − − Ψ + −

∑ k R R

r R R r R R





 (5)

The operator 5 3
ˆ ˆ3 ,r l p

r r
αδγδ

α γ

ε
−


 in the right-hand 
side of  relation (5) is odd. Therefore, when Rn 

Fig. 1. Dependence of  the square of  the absolute value of  the 
radial wave function |R40|

2 on the dimensionless coordinate 
.ρ  Here the principal quantum number n = 4, orbital 

quantum number l = 0.
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– Rk = 0 and Rm – Rk = 0, its mean value is zero. 
The atomic functions are exponentially small 
at r > Ra = naB/Z, n is the principal quantum 
number. At the same time, the distance 
between atoms in the crystal is significantly 
larger than Ra. Therefore, in relation (5) we 
can restrict ourselves to the nearest-neighbor 
approximation and leave in the right-hand 
side only the summands for which Rn – Rk 
= aν and Rm – Rk = 0 or Rn – Rk = 0 and Rm 
– Rk = aν, where aν is the vector drawn from 
the atom under consideration with the centre 
in the point r = 0 to the nearest neighbor. 
Then, taking into account the Hermiticity of  
operator in relation (5), we obtain

( )
2 2

2 2
0

5 3

sin
4

ˆ ˆIm 3 .

dp e Zs
dt m c

r l p
r r

δ α
ν

αδγδ
ν α γ

πε
ε

= − ×

× Ψ − Ψ

ka



 (6)

Here Ψν(r) = Ψ(r + aν) – Ψ(r – aν) is a 
function with parity opposite to the parity of  
the function Ψ(r) and the summation by ν over 
pairs of  symmetrically located with respect to 
the considered atom its nearest neighbors is 
implied.

The right part of  relation (6) is equal to the 
force acting on the electron. It can be represented 
as the result of  the action of  the external electric 
field ESH on the electron. In the first order of  
smallness by kaν we obtain:

2

2 2
0

5 3

4

ˆ ˆIm 3 .

SH

Zes k
E a

m c
r l p
r r

β µ
α νµ

αβγα
ν β γ

πε
ε

= ×

× Ψ − Ψ





 (7)

Note that the quantum mean in formula (7) 
splits into two summands, the first of  which 
is proportional to the orbital momentum of  
the conduction electron and the second to its 
momentum, which agrees with the models [6].

4. INTRINSIC SPIN-HALL EFFECT IN 
POLYCRYSTALLINE METAL
Let us consider a macroscopic region of  a 
polycrystalline metal. For any state of  an 
electron it is possible to choose the direction 
of  the quantization axis (z-axis) so that the 
projection of  its orbital momentum on this 
axis has a certain value lz = l. The energy of  
an electron in an atom in an electric field 
depends on the projection of  its orbital 
momentum to the field direction [13]. 
Therefore, the orientation of  the atomic 
orbitals is determined by the position of  the 
crystallophysical axes of  a crystallite and we 
can consider that the relation (7) is written 
in the coordinate system associated with the 
symmetry axes of  the crystallite.

Let us introduce a laboratory coordinate 
system associated with the instruments that 
set the conduction current and measure the 
spin components. Therefore, the wave vector 
and spin vector of  conduction electrons 
should be considered as given in the laboratory 
coordinate system. The components of  the 
vectors and tensors in the laboratory system 
will be denoted by primed indices, and in the 
coordinate system associated with the crystal 
axes of  the domain, not primed.

We transform the wave vector and spin 
vector of  conduction electrons from the 
laboratory system into the system of  crystal 
axes kμ = pμμ'kμ', sβ = pββ'sβ', and the vector 
of  the Hall electric field from the system 
of  crystal axes into the laboratory system 

1 ,SH SHE p Eα α α α
−

′ ′=  where pα'α is a unitary rotation 
matrix. Substituting this transformation 
into equation (7), we average the ESH vector 
in the macroscopic region over random 
orientations of  crystallites. It is convenient 
to express the rotation matrix in terms of  
Euler angles:

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

cos cos sin cos sin cos sin sin cos cos sin sin
sin cos cos cos sin sin sin cos cos cos cos sin ,

sin sin sin cos cos
ijp

α γ α β γ α γ α β γ α β
α γ α β γ α γ α β γ α β

β γ β γ β

− − − 
 = + − + − 
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Here 0 ≤ α ≤  2π is the precession angle, 0 
≤ β ≤π is the nutation angle, 0 ≤ γ ≤ 2π is 
the angle of  intrinsic rotation (Fig. 2). Then, 
for a mesoscopically isotropic metal, averaging 
over random crystallite orientations reduces to 
averaging over random uniformly distributed 
Euler angles.

2 1

2 2
0

5 3

4

ˆ ˆIm 3 .

SH

Zes k p p p
E a

m c
r l p
r r

β µ α α ββ µµ
α νµ

αβγα
ν β γβ

πε
ε

−
′ ′ ′ ′ ′

′ = ×

× Ψ − Ψ





 (8)

Here

( ) ( )
2 2

2
0 0 0

1 sin , , .
8

p p d d d
π π π

β α β γ α β γ
π

= ∫ ∫ ∫  (9)

In the analytical averaging of  equation 
(8), integrals of  the form (9) were calculated 
in coordinate form, and then the result was 
converted to invariant form.

Considering the SHE only in metals, we 
will use the ideal Fermi-gas approximation for 
conduction electrons. The applicability of  this 
model for conduction electrons in metals is 
justified by the fact that the thermodynamics 

of  the Fermi system is determined by its 
microscopic structure only near the Fermi 
surface and does not depend at all on what is 
done beyond a blurring in an energy range of  
order kBT, where kB is the Boltzmann constant, 
T is the temperature.

As a result, the denser the Fermi-gas in a 
metal, the more ideal it is [15]. Experimental 
studies of  the temperature dependence of  
the electron heat capacity in metals show that 
it corresponds well to the model of  an ideal 
Fermi-gas with a scalar effective mass m*. For 
many metals m* ≈ m. However, for gallium 
m* ≈ 2.5m and for lanthanum m* ≈ 0.23m. 
Assuming within the effective mass method in 
(8) k = jm*/(ħene), where j is the charge current 
density, ne is the concentration of  conduction 
electrons, we obtain

( )

*

2
0

2

5

,

48

3
Re .

SH S
e

S
e

R
n

eZ m mR
mc en

r
r
ν ν

ν

πε

 
= × 

 

= ×

− ∂
× Ψ Ψ

∂

PE j

r ra a
r

  (10)

Here P = 2sne is the spin polarization density 
vector. 

5. CALCULATION OF SPIN-HALL 
RESISTANCE
The first relation (10) coincides in form with 
the expression for the electronic Hall effect 
if  we replace the vector P/ne by the vector of  
magnetic induction B. Therefore, it can be 
expected that the spin-Hall effect constant 
RS depends as much on the effective mass 
of  conduction electrons, including its sign, 
and their concentration as the electronic 
Hall effect constant RH = (m*/m)/(ene). 
Then the second part of  formula (10) can 
be written as

( ) 2

2 5
0

3
Re .

48
H

S

reZRR
mc r

ν ν
νπε

− ∂
= Ψ Ψ

∂
r ra a

r
  (11)

Fig. 2. Transformation of  vector components at 
transition from the laboratory coordinate system (primed 
indices) to the system of  crystal axes. Here α, β and γ 

are Euler angles.
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The crystal field potential of  the form (3) is 
not centrally symmetric, and the orbital moment 
of  the electron is not a "good" quantum 
number for it. Therefore, the wave function 
of  an electron in the crystal is different from 
the wave function of  an electron in an isolated 
atom. Accordingly, the wave function Ψ(r) 
in relation (2) is not the wave function of  an 
external electron, such as the s-electron, of  an 
isolated atom. But it can always be represented 
as a linear combination of  the wave functions 
of  an isolated atom. As a result, in metals 
the conduction bands overlap, and part of  
the conduction electrons can be formed by 
collectivization of  p-electrons.

Let us use in relation (9) the approximation 
of  hydrogen-like atomic orbital for outer 
(valence) electrons

( ) ( ) ( ), , , .nlm nl lmx R x Yθ ϕ θ ϕΨ =  (12)
Here l is the orbital quantum number, m is 

the magnetic quantum number, θ is the polar 
angle, φ is the azimuthal angle, Rnl(x) is the 
radial part of  the wave function, x = Zr/aB, 
Ylm(θ, φ) is the angular wave function (spherical 
function). The radial hydrogen-like wave 
function (12) has the form [13]

 
( ) ( )

( ) 32

2 1

1 !2
!

2 2exp ,

nl

l
l

n l

n l
R x

n n l

x x xL
n n n

+
+

− −
= − ×

+  

    × −    
    

Here 2 1( )l
n lL t+
+  is a generalized Laguerre 

polynomial. For the s-electron, the normalized 
spherical function is ( )00 , 1 4 .Y θ ϕ π=  
The normalized spherical function of  the 
p-electron oriented along the polar axis is 

( ) ( ) ( )10 , 3 4 cos .Y iθ ϕ π θ=

Let us divide the nearest neighbors of  
the considered atom into groups with equal 
distances from it ,laν =a  where l = 1, 2, 
... is the number of  the group of  nearest 
neighbors.

For the s-electron of  conduction, directing 
the polar axis along the vector aν, we obtain in 
each of  the nearest neighbor groups

( )

( )

( ) ( ){ }

2
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3
0

3
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0 1 0 2
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,

nl
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− ∂
Ψ Ψ =

∂

= ×

× −

∫

∫

r ra a
r

 (13)

Here y = cosθ, 2 2
1 2 ,l lx x b xb y= + +  

2 2
2 2 ,l lx x b xb y= + −  ,l Bb Z a aν =  ml is the 

number of  pairs of  symmetrically located 
nodes in the l-th group of  nearest neighbors.

For the p-electron of  conduction, let 
us direct the polar axis along the vector 
aν and count the azimuthal angle φ from 
the plane aνr. In spherical coordinates, 

( )
1 1 ,

sinrr r rθ ϕθ θ ϕ
∂ ∂ ∂ ∂
= + +

∂ ∂ ∂ ∂
e e e

r
 with the orth eφ 

orthogonal to the plane aνr and the orth eθ 
forming an angle π/2 + θ with the polar axis. 
Then for the l-th group of  nearest neighbors 
we obtain
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∫

∫

r ra a
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 (14)

6. COMPARISON OF CALCULATION 
RESULTS WITH EXPERIMENTAL 
VALUES
Table 1 lists the properties of  the atoms of  
the studied metals, the configurations of  their 
electron shells, and the parameters of  their 
crystal lattices.

The spin-Hall effect has been most 
thoroughly investigated in platinum [16]. For 
platinum, the atom radius is 139 pm, which 
for the 6s shell corresponds to Z ≈ 22.45. The 
face-centered lattice constant is a = 392 pm, 
there are 4 atoms per unit cell, and each atom 
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has 6 pairs of  nearest neighbors at a distance 
of  277 pm, next 3 pairs at a distance of  392 
pm and 12 pairs at a distance of  480 pm, b1 
= 117, b2 = 166, b3 = 204. At 80 K parameter 
RH = –2∙10-11 m3/(A∙s), for the s-electron by 
formulas (11) and (13) we obtain RS = 3.48·10-9 
Ω·m, for the p-electron by formulas (11) and 
(14) we obtain RS = –5.12·10-10 Ω·m.

Table 2 lists the theoretical, calculated by 
formulas (11), (13) and (14), and experimental 
values of  spin-Hall resistance RS for different 
metals. The values of  the Hall constant RH are 
taken from the reference book [17]. The values 
of  conductivity are taken from the works cited, 
if  they are not given there – from the reference 
book [17].

In experiment, the spin-Hall angle θSH = 
σRS is usually determined [9,18,19]. Here σ 
usually denoted as σxx is the conductivity of  the 
metal in the absence of  spin-orbit interaction. 
For platinum at 10 K, σ = 8.1·106 Ω-1m-1, θSH 
= 0.021 ± 0.005 [20]. Accordingly RS = (2.6 
± 0.7)·10-9 Ω·m. Agreement with experiment 

for s-electrons is obtained if  in formula (1) 

Table 1
Lattice parameters and electronic configurations of metals

Metal Lattice Electronic 
configuration

ra, pm Z a, pm Pairs of nearest neighbors

a1, пм m1 a2, пм m2 a3, пм m3

Au f.c.c. [Xe]4f145d106s1 144 21.7 408 288 6 408 3 500 12

Pt f.c.c. [Xe]4f145d96s1 139 22.45 392 277 6 392 3 480 12

α-W b.c.c. [Xe]4f145d46s2 141 22.77 316 274 4 316 3 449 6

β-W А15 [Xe]4f145d96s2 141 22.77 504 281 6 436 4 454 6

251 1 281 1 308 4

Ta b.c.c. [Xe]4f145d36s2 147 21 331 286 4 331 3 468 6

Lu h.c.p. [Xe]4f115d16s2 175 17.84 351 346 6 492 2 557 1

Ho h.c.p. [Xe]4f116s2 179 17.44 358 350 6 499 2 562 1

Dy h.c.p. [Xe]4f106s2 180 17.44 359 353 6 502 2 565 1

Cd h.c.p. [Xe]4f75d6s21 179 17.44 363 359 6 510 2 579 1

Ag f.c.c. [Kr]4d105s1 144 14.66 409 289 6 409 3 500 12

Pd f.c.c. [Kr]4d105s1 137 15.4 389 275 6 389 3 476 12

Mo b.c.c. [Kr]4d105s1 140 15.22 315 273 4 315 3 445 6

Nb b.c.c. [Kr]4d105s1 147 14.4 331 287 4 331 3 468 6

Cu f.c.c. [Ar]3d104s1 128 10.1 362 256 6 361 3 442 12

α-Mn А12 [Ar]3d104s1 137 10.25 889 277 8 451 12 460 8

Cr b.c.c. [Ar]3d104s1 129 10 289 250 4 289 3 408 6

V b.c.c. [Ar]3d104s1 135 9.72 302 262 4 302 3 428 6

Ti h.c.p. [Ar]3d104s1 147 8.86 295 291 6 412 2 468 1

Al f.c.c. [Ne]3s23p1 143 4.81 495 286 6 405 3 496 12

Table 2
Experimental values of spin-Hall effect constants e

SR  
and calculated values according to formula (11) s

SR  
and p

SR  together with (13) for s-electrons and (14) for 
p-electrons.

Metal σ, 105

(Ω·m)-1
θSH, % RH, 10-11,

m3/(А·s)
e
SR ,

10-9·Ω·m
s
SR ,

10-9·Ω·m
p

SR ,
10-9·Ω·m

Au 200 0.25±0.05 -7.3 12±3 7.1 -1.08

Pt 81 2.1±0.5 -2 2.6±0.7 3.48 -0.512

α-W 47.6 ≈7 11.1 -14.7 -13.96 2.56

β-W 20.4 -35±4 -162 740±80 1660 -294

Ta 3 -0.37±0.1 9.75 -13±4 -15.38 -2.15

Lu 12 1.4±0.2 -12 11±2 9.17 -1.28

Ho 11 14±2 -32 122±17 25.6 -3.34

Dy 18 5±1 -25 28±6 18.0 -2.47

Gd 7 4±1 -12 56±14 6.98 -1.07

Ag 150 0.7±0.1 -8.98 0.47±0.07 -11.7 1.43

Pd 40 0.64±0.1 -8.45 1.6±0.3 -13.4 1.64

Mo 28 -0.8±0.18 18 -2.8±0.7 25.4 -4.41

Nb 11 -0.87±0.2 8.88 -7.9±2 10.1 -11.9

Cu 160 0.32±0.03 -5.36 0.2±0.02 8.32 -1.18

α-Mn 1.42 -0.19±0.01 8.44 -13.3±1 -11.1 1.85

V 55 -1±0.1 7.9 -1.8±0.3 -9.73 1.39

Cr 1.2 -5.1±0.5 36.3 -42±4 -59 8.12

Ti 3.33 -0.036±0.004 1.0 -1.2±0.1 -1.0 0.134

Al 160 0.02±0.01 -3.3 -0.012±0.006 -1.68 0.19
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the mass of  a free electron is replaced by the 
effective mass m* ≈ (1.15 ± 0.15)m.

Gold is the second representative of  the 
6th period and a noble metal. The spin-Hall 
angle for gold is an order of  magnitude smaller 
than for platinum [21]. The face-centered cubic 
lattice constant a = 407.8 pm, there are 4 atoms 
per unit cell, 6 pairs of  nearest neighbors at a 
distance of  288 pm, next 3 pairs at a distance 
of  408 pm and 12 pairs at a distance of  500 pm. 
Agreement with experiment for s-electrons is 
obtained at m* ≈ (0.77 ± 0.1)m.

Tantalum has a body-centered cubic lattice 
with constant a = 331 pm. There are 2 atoms 
per unit cell, 4 pairs of  nearest neighbors at 286 
pm, then 3 pairs at 331 pm and 6 pairs at 468 
pm. Agreement with experiment for s-electrons 
will be obtained at m* ≈ (1.1 ± 0.1)m.

Tungsten in the stable alpha-modification 
has a body-centered cubic lattice with constant 
a = 316 pm. There are 2 atoms per unit cell, 
4 pairs of  nearest neighbors at 274 pm, then 
3 pairs at 316 pm and 6 pairs at 449 pm. In 
the experiment [22], a value of  |θSH| < 0.07 
was obtained on a 15 nm thick film, which 
corresponds to |RS| < 1.47·10–8 Ω·m. The 
error of  the experimentally measured spin-Hall 
angle in [22] is not given, but the calculated 
value agrees with the experimental one for 
s-electrons at m* ≈ (1.0 ± 0.03)m.

Tungsten in metastable beta-modification 
has a lattice of  the form A15 for compound 
AB3 with constant a = 503.6 pm, there are 8 
atoms per unit cell. For atom A (in the center 
and at the corners) there are 6 pairs of  nearest 
neighbors at a distance of  281 pm, then 4 pairs 
at a distance of  436 pm, 6 pairs at a distance 
of  454 pm, 3 pairs at a distance of  504 pm, 
12 pairs at a distance of  577 pm. For atom B 
(on the face) 1 pair of  nearest neighbors at a 
distance of  251 pm, then 1 pair at a distance of  
281 pm, 4 pairs at a distance of  308 pm, 2 pairs 
at a distance of  454 pm, 8 pairs at a distance 

of  471 pm. The calculation shows that atoms 
A and B contribute equally to the spin-Hall 
effect. Agreement with the experiment [23, 24] 
for s-electrons is obtained at m* ≈ (1.5 ± 0.1)m.

There are no reliable experimental data on 
the spin-Hall angle for rare-earth metals. In 
[25] the value ξSH = TintθSH is given, where Tint is 
the spin transfer coefficient. For estimation we 
take it equal to 1.

For gadolinium, hexagonal close-packed 
lattice constants are a = 363.4 pm and c = 578.5 
pm there are 2 atoms per unit cell, 6 pairs of  
nearest neighbors at 359 pm, then 2 pairs at 
510 pm and 1 pair at 579 pm.  Agreement with 
experiment for s-electrons will be obtained at 
m* ≈ (0.35 ± 0.05)m.

For dysprosium, hexagonal close-packed 
lattice constants are a = 359.3 pm and c = 565.4 
pm there are 2 atoms per unit cell, 6 pairs of  
nearest neighbors at 353 pm, then 2 pairs at 
502 pm and 1 pair at 565 pm. Agreement with 
experiment for s-electrons will be obtained at 
m* ≈ (0.8 ± 0.1)m.

For holmium, hexagonal close-packed 
lattice constants are a = 357.7 pm and c = 561.6 
pm there are 2 atoms per unit cell, 6 pairs of  
nearest neighbors at 350 pm, then 2 pairs at 
499 pm and 1 pair at 562 pm. Agreement with 
experiment for s-electrons is obtained at m* ≈ 
(0.46 ± 0.04)m.

For lutetium, hexagonal close-packed 
lattice constants are a = 351 pm and c = 556.7 
pm there are 2 atoms per unit cell, 6 pairs of  
nearest neighbors at 346 pm, then 2 pairs at 
492 pm and 1 pair at 557 pm. Agreement with 
experiment for s-electrons will be obtained at 
m* ≈ (1.1 ± 0.1)m.

Note that of  the considered rare-earth 
metals only lutetium is paramagnetic at 
all temperatures. At low temperatures 
dysprosium and holmium are ferromagnets. 
The magnetic behavior of  gadolinium is 
complex, various magnetic anomalies are 
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detected [26]. It can be hypothesized that at 
room temperature they lack only long-range 
spin ordering but, unlike lutetium, near-
order remains. Formula (2) does not take 
into account the exchange interaction of  
collective conduction electron with localized 
magnetization electrons. Therefore, 
relation (11) applies only to paramagnets 
such as lutetium. In the presence of  near 
spin ordering, in addition to the spin-Hall 
electric field of  the form (7), there may be 
a Hall electric field due to the anomalous 
Hall effect [27]. This phenomenon probably 
takes place in dysprosium, holmium and 
gadolinium.

When analyzing the elements of  the 5th 
period, the calculation by formulas (11) and 
(13) for the s-electrons of  conduction gives 
values that do not agree with the experimental 
ones. This is especially true, apparently, for 
palladium, which has no 5s-electrons.

For silver, the face-centered cubic lattice 
constant is a = 408.6 pm, there are 4 atoms 
per unit cell, 6 pairs of  nearest neighbors at 
289 pm, then 3 pairs at 409 pm, and 12 pairs at 
500 pm. Agreement with the experiment [28] 
for p-electrons will be obtained at m* ≈ (1.75 
± 0.07)m.

For molybdenum, the body-centered cubic 
lattice constant is a = 315 pm, there are 2 atoms 
per unit cell, 4 pairs of  nearest neighbors at 
273 pm, then 3 pairs at 315 pm, and 6 pairs at 
445 pm. Agreement with the experiment [20] 
for p-electrons will be obtained at m* ≈ (1.25 
± 0.15)m.

For palladium, the face-centered cubic 
lattice constant is a = 389 pm, there are 4 atoms 
per unit cell, 6 pairs of  nearest neighbors at 
275 pm, then 3 pairs at 389 pm, and 12 pairs at 
476 pm. Agreement with the experiment [25] 
for p-electrons will be obtained at m* ≈ (1.0 ± 
0.1)m.

For niobium, the body-centered cubic lattice 
constant is a = 331 pm, there are 2 atoms per 
unit cell, 4 pairs of  nearest neighbors at 287 
pm, then 3 pairs at 331 pm, and 6 pairs at 468 
pm. Agreement with the experiment [20] for 
p-electrons will be obtained at m* ≈ (1.25 ± 
0.15)m.

For copper, the face-centered cubic lattice 
constant is a = 361.5 pm, there are 4 atoms 
per unit cell, 6 pairs of  nearest neighbors at 
256 pm, then 3 pairs at 362 pm, and 12 pairs at 
442 pm. Agreement with the experiment [29] 
for s-electrons will be obtained at m* ≈ (6.4 ± 
0.4)m.

For titanium, hexagonal close-packed lattice 
constants are a = 295 pm, c = 469.7 pm, there 
are 2 atoms per unit cell, 6 pairs of  nearest 
neighbors at a distance of  291 pm, then 2 pairs 
at a distance of  412 pm and 1 pair at a distance 
of  468 pm. Manganese in alpha modification 
has structure A12, cubic lattice constant is a = 
889 pm, there are 58 atoms per unit cell, 8 pairs 
of  nearest neighbors at a distance of  277 pm, 
then 12 pairs at a distance of  451 pm and 8 
pairs at a distance of  460 pm. Agreement with 
the experiment [30] for s-electrons in titanium 
and manganese will be obtained at m* ≈ (0.91 
± 0.05)m.

For vanadium, the cubic body-centered 
lattice constant is a = 302.4 pm, there are 2 
atoms per unit cell, 4 pairs of  nearest neighbors 
at a distance of  262 pm, then 3 pairs at a 
distance of  302.4 pm and 6 pairs at a distance 
of  427.7 pm. Agreement with the experiment 
[27] for s-electrons will be obtained at m* ≈ 
(2.3 ± 0.2)m.

For chromium, the cubic body-centered 
lattice constant is a = 288.5 pm, there are 2 
atoms per unit cell, 4 pairs of  nearest neighbors 
at a distance of  249.8 pm, then 3 pairs at a 
distance of  288.5 pm, and 6 pairs at a distance 
of  408 pm. Agreement with the experiment 
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[27] for s-electrons will be obtained at m* ≈ 
(1.18 ± 0.05)m.

For aluminum, the face-centered cubic 
lattice constant is a = 405 pm, there are 4 atoms 
per unit cell, 6 pairs of  nearest neighbors at 
286 pm, then 3 pairs at 405 pm, and 12 pairs at 
496 pm. Agreement with the experiment [31] 
for p-electrons will be obtained at m* ≈ (3.9 
± 1)m. Aluminum has no d- and f-electrons 
on the inner shells. These electrons have a 
good shielding ability, so for transition and 
rare-earth metals the use of  a hydrogen-like 
orbital (12) with a corresponding effective 
charge for the conduction electrons is a 
justified approximation. For aluminum, such 
an approximation is apparently inapplicable. 
In addition, of  all the metals considered, 
only aluminum has a filled p-shell. As a 
result, the contribution to the SHE from 
s- and p-electrons almost compensates each 
other, and the small experimental value of  
the spin-Hall effect constant RS is obtained 
as a difference of  two relatively large values, 
not because of  the large effective mass of  
the charge carriers.

For copper, the experimental value 
of  the spin-Hall effect constant is very 
small, and as in the case of  aluminum, is 
probably obtained as the difference of  two 
relatively large values. Good agreement 
with the experiment for copper is obtained 
if  we assume that 90% of  the conduction 
electrons are collective electrons p-electrons 
and 10% are s-electrons.

Comparative analysis of  the data listed 
in Tables 1 and 2 shows that for elements 
of  even periods (6th and 4th) the sign of  
the measured spin-Hall resistance always 
coincides with the sign calculated for the 
s-electron, and for elements of  odd periods 
(5th and 3rd) – with the sign calculated for 
the p-electron.

7. CONCLUSION
The justification of  methods for designing 
spintronics systems, calculating and 
optimizing their characteristics requires 
additional assumptions about the system. 
Such assumptions are the representation of  
the wave function of  a collective conduction 
electron as a Wannier function, the effective 
charge approximation and the nearest-
neighbor approximation in the Hamiltonian 
(5), and the ideal Fermi-gas model for 
conduction electrons. The applicability 
of  these models for a particular problem 
should be substantiated experimentally. The 
intrinsic SHE coefficients calculated within 
the framework of  these models agree with 
the measured ones. The question of  the 
admissibility of  introducing the effective 
mass of  the conduction electron into the 
spin-orbit interaction Hamiltonian (1) to 
account for the interaction of  collective 
conduction electrons when constructing 
the self-consistent field potential (3) 
in the framework of  the one-electron 
approximation requires further study.

Spin polarization according to the 
mechanism described in this work does not 
require external magnetic fields and residual 
magnetization and therefore does not interfere 
with work in micro- and nano-sized spintronics 
structures. Of  undoubted interest is the search 
for new promising materials for spintronics 
devices based on metal alloys and intermetallic 
compounds. The design of  such spintronics 
systems, calculation and optimization of  
their characteristics is possible on the basis 
of  the described methods and approaches, 
if  we consider the crystallite of  intermetallic 
compound as a heteronuclear macromolecule. 
The methods of  constructing molecular 
orbitals for such structures, including those 
in the form of  Wannier functions, are well 
studied [32,33].
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1. INTRODUCTION
Terahertz (THz) radiation in the 0.1-30 THz 
range represents an effective means for 
spectroscopic analysis, opening new horizons 
in condensed matter physics research, 
including studies of  phonon and magnon 

modes, as well as electronic and spin dynamics 
[1-4]. Consequently, there is a growing 
demand for high-power and broadband 
terahertz emitters capable of  exciting a variety 
of  physical processes in solids. Among THz 
emitters, the most well-known and utilized 
in THz spectrometers are nonlinear optical 
crystals, such as LiNbO3, ZnTe, and GaP [5], 
organic crystals, photoconductive antennas 
(PCAs), and spintronic terahertz emitters 
(STEs) [5,6]. The first two types of  sources 
operate on the basis of  nonlinear optical 
rectification [5-7], while the latter two rely 
on ultrafast current generation [8,9]. Most 
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nonlinear optical crystals generate THz pulses 
with peak field strengths around 100 kV/cm 
[5,6]. An exception is LiNbO3, which, when 
pumped with a tilted-front pulse for phase 
matching and at cryogenic temperatures, 
generates THz pulses with peak field strengths 
exceeding 4 MV/cm [10]. Organic crystals, 
such as BNA, also facilitate the generation of  
THz pulses with high electric field strengths, 
approximately 1-10 MV/cm, across spectral 
widths from 1 to 10 THz [5,6]. However, 
their stability depends on the optical pumping 
conditions, often requiring the use of  IR 
lasers. For generating high field strengths in 
THz pulses, nonlinear optical and organic 
crystals are frequently used in combination 
with pumping lasers with powers of  several 
tens of  mJ. In contrast, PCAs do not require 
large energies, but their field strength rarely 
exceeds 100 kV/cm [5,6].

In recent years, special attention has been 
devoted to spintronic terahertz emitters, 
which operate on the principle of  spin-charge 
conversion [8]. According to the 2023 roadmap, 
THz spintronics introduces new functional 
capabilities for THz photonics in the generation, 
modulation, and detection of  THz radiation [11]. 
The classical design of  STEs consists of  a bilayer 
(or trilayer) structure based on ferromagnetic 
(FM) and non-magnetic metals (NM): FM/NM 
or NM(±γ)/FM/NM( γ), where γ signifies 
the sign of  the Spin Hall angle [12]. The film 
thickness within the structure does not exceed a 
few nanometers (~ 2 – 3 nm) [12]. The operating 
principle of  STEs includes four fundamental 
stages [13]:
1. Absorption of  the optical pulse from laser 

pumping.
2. Generation of  spin current in the magnetic 

layer and its transfer to the non-magnetic 
layer.

3. Conversion of  spin current into a transverse 
charge current.

4. Operation of  STE as a source of  THz 
electromagnetic pulses.
STE devices are characterized by their 

simple architecture, high manufacturability, and 
the generation of  THz pulses with significant 
amplitudes, spanning from 100 kV/cm to 1.5 
MV/cm. Additionally, these devices operate 
across a broad frequency range of  0.1 to 30 THz 
[6]. Another key benefit is the capacity for fine-
tuning parameters of  THz radiation, such as 
polarization, ellipticity, amplitude, and frequency 
range [14-18].

Despite the many advantages of  STEs, their 
low absorption of  optical and near-infrared (IR) 
pump radiation leads to inefficient optical-THz 
conversion. This issue primarily stems from the 
minimal thickness of  standard STEs. To date, 
considerable efforts have been directed toward 
enhancing these parameters, including modifying 
STEs' functional layers (material type, thickness, 
etc.) [12,19-21], adopting cascade amplification 
schemes for THz radiation [22], and amplifying 
THz radiation through the creation of  hybrid 
structures. These structures combine spin-charge 
conversion approaches with the development of  
antennas on the surface of  STE films [18,23]. 
Additionally, the application of  plasmonic 
approaches and the creation of  microstructured 
STEs [24-26], as well as the establishment of  
conditions for resonant absorption of  optical 
radiation in STEs' functional structure via 
the integration of  dielectric (Bragg) mirrors 
[27,28], have been explored. Among all these 
approaches, the last appears to be the simplest 
from a technological standpoint. Furthermore, 
alongside Bragg mirrors, the use of  anti-
reflection coatings (ARCs) operating in the IR 
range, which also serve a protective function, 
can reduce the loss of  exciting radiation upon 
reflection from the air/STE interface.

This study focuses on optimizing STE with 
Co/Pt layers to enhance optical absorption in the 
ferromagnetic cobalt layer. Employing numerical 
simulations within the COMSOL Multiphysics 
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software package, two strategies were examined 
to maximize the absorption of  pump radiation in 
the functional layer of  STE: 1) the construction 
of  Bragg mirrors, serving as analogues to optical 
resonators between the STE and the substrate; 
and 2) the application of  anti-reflective coatings 
on the surface of  STEs.

2. MODEL OF A THZ GENERATOR 
WITH A BRAGG MIRROR AND ANTI-
REFLECTIVE COATING
The concept of  developing a STE with a Bragg 
mirror hinges on the fundamental processes 
of  THz radiation generation. Among these, 
a crucial step is the absorption of  the optical 
pulse by the ferromagnetic layer within the STE 
heterostructure. According to formula (1), the 
amplitude of  the generated THz wave is directly 
proportional to the energy absorbed from the 
optical excitation beam [13,29]:
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0

E tanh tanh
2 2
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∝ ×
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where Pabs is the laser radiation power absorbed 
by the emitter, dCo is the thickness of  the 
ferromagnetic cobalt layer, dPt is the thickness of  
the non-magnetic platinum layer, d0 is the critical 
value of  the thickness of  the ferromagnetic 
layer, below which the ferromagnetic layer loses 
its magnetic properties, λpol is the characteristic 
spin polarization constant that appears in case 
when d > d0, nair, nsub and Z0 – are the refractive 
index of  air, the refractive index of  the substrate 
at THz frequencies and the vacuum impedance, 
respectively, σCo and σPt – denote the electrical 
conductivity of  the two materials, respectively, 
STHz is the effective inverse attenuation coefficient 
of  THz radiation in both metal layers. Note that 
the simplified formula does not take into account 
the spin and charge components [13,29].

Addressing the issue of  optimizing the 
absorption capacity of  the Spintronic Terahertz 
Emitter (STE) structure, we delve into the 

operational principles and characteristics 
of  the Bragg mirror. This mirror features a 
periodic structure composed of  two materials 
with differing refractive indices. The optimal 
number of  periods in a Bragg mirror for 
achieving maximum reflection is dictated by 
the difference in the refractive indices of  two 
dielectric materials: ∆n∕n = (nH − nL)∕nH, where 
H and L  denote the materials with high and 
low refractive indices, respectively. The Bragg 
mirror achieves 100% reflection of  incident 
radiation at the central wavelength λp = 2(nHdH 
+ nLdL), with d representing the layer thickness. 
Optimal reflection efficiency occurs when the 
thicknesses of  the individual layers are equal 
to a quarter wavelength, nHdH  = nLdL = λp ∕4. 
The quality factor of  the resonator is defined 
as Q = f∕∆f, where f and ∆f  are the frequency 
and the frequency peak width, respectively 
[30]. In the STE context, an experimental 
deployment of  a Bragg mirror is documented 
in [27]. In this study, a Bragg structure [TiO2 
(113 nm, n = 2.265)|SiO2 (185 nm, n = 
1.455)]5 optimized for a pump wavelength of  
approximately 1030 nm was incorporated into 
a three-layer W/CoFeB/Pt spintronic emitter. 
This integration resulted in the electric 
field in the THz range being doubled and a 
fourfold increase in power. Another study [28] 
demonstrated a performance enhancement 
of  SSCs optically pumped at 800 nm by up 
to sixfold, attributable to the [SiO2 (165 nm)
TiO2 (94 nm)]5 structure. Hence, the creation 
of  an optical resonator can significantly boost 
the absorption within the STE structure, 
which, in turn, facilitates an increase in THz 
power output.

Optimizing the properties of  the Bragg mirror 
is critical to improve optical pump absorption. 
However, to ensure optimal transmission of  
optical pumping through the STE, creating 
conditions for complete "anti-reflection" at 
the air/STE interface using ARCs is equally 
important. Two primary criteria must be satisfied 
to achieve this condition [31]. First, the waves 
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reflected from the structure's surface and from 
the interface should have a phase difference of  
δ = nπ/2, where n is the refractive index of  the 
film. Second, the film thickness (d) must be an 
odd multiple of  iλ/4, where λ is the wavelength 
of  the incident beam and i is an odd positive 
integer. ARCs can be either homogeneous, 
consisting of  one uniform layer with refractive 
index n, or inhomogeneous, comprising layers 
with a gradient of  n in each layer.

To ensure total reflection conditions when 
using an ARC source, the refractive index must 
equal ,air sn n n=  where ns is the refractive index 
of  the substrate, and the thickness of  the ARC 
(hARC) should be a quarter of  the wavelength. 
Single-layer homogeneous ARCs are utilized 
to suppress reflectance down to 2.5% across a 
broad spectral range (450–1100 nm) at normal 
incidence. Examples of  single-layer ARCs for the 
visible and IR ranges include MgF2, SiO2, Si3N4, 
Al2O3, TiO2, etc. To further reduce reflectance, 
two-layer ARCs can be employed. A necessary 
condition for achieving zero reflectance with a 
two-layer coating, where both layers have the 
same optical thickness (n1d1 = n2d2 = λ/4), is that 
the product of  their refractive indices meets the 
relationship n1n2 = n0ns [31].

This work introduces a model of  a classical 
Spintronic Terahertz Emitter (STE), comprising 
a two-layer structure (Fig. 1a). Both layers, made 
of  Co and Pt, share the same thickness of  2 nm. 
The selection of  these thickness values, dCo = dPt, 
was determined by the optimal balance between 
the critical thickness of  the ferromagnetic layer, 
d0, and the effective attenuation coefficient 
for THz radiation, STHz, in both metal layers. 
A consensus among most experimental and 
theoretical studies suggests that maximal 
THz generation is attained in a two-layer STE 
structure with an overall thickness of  4 nm 
[12,29]. Subsequently, a Bragg mirror, forming 
a superlattice of  the [SiO2|TiO2]N type where 
N varies as 1, 3, 5, and 10, is inserted between 
the STE and the high-resistivity silicon substrate 
(illustrated in Fig. 1b). This high-resistivity silicon 

substrate was selected for its superior THz 
radiation transmission capability (nSiTHz ≈ 3.4, 
significantly greater than nair ≈ 1). Fig. 1a depicts 
the configuration of  the STE without a Bragg 
mirror, whereas Fig. 1b displays the schematic 
with a Bragg mirror. An anti-reflection coating 
(ARC) was applied to shield the surface of  
the STE from external factors and to enhance 
radiation transmission.

The COMSOL Multiphysics software 
platform was utilized for calculating the 
absorption in a STE based on a Co/Pt bilayer 
structure. Through the physical interface 
"Optics" > "Wave Optics" > "Electromagnetic 
Waves, Frequency Domain", it is possible to 
ascertain the distribution of  the electromagnetic 
field within the medium by solving Maxwell's 
equation for an electromagnetic wave:
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Fig. 1. (a) STE structure fabricated on a silicon 
substrate. (b) STE design incorporating a Bragg mirror, 
constructed on a silicon substrate, and equipped with an 

anti-reflection coating.
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where μr and εr are the magnetic and dielectric 
constants of  the material, respectively, σ is 
its conductivity, ε0 is the vacuum permittivity, 
k0 is the wave number, λ is the wavelength of  
the pump radiation, c is the speed of  light in a 
vacuum, and E



 is the complex vector of  the 
electric field.

The simulation of  the electromagnetic 
wave was executed with the "Port" boundary 
condition, where the electric field strength vector 
is oriented along the X-axis, and its amplitude 
was set at 1 V/m. To the side boundaries of  
the model, the "Perfect Electric Conductor" 
boundary condition was applied, enforcing the 
condition 0.n E× =





3. RESULTS AND DISCUSSION
In the initial stage, the most basic version of  
the structure depicted in Fig. 1a is examined, 
absent both a Bragg mirror and ARC. It is 
important to highlight that silicon substrates 
are invariably characterized by a thin layer 
of  natural oxide, SiO2, on their surface. The 
absorption of  optical radiation at a wavelength 
of  800 nm in the SiO2 layer is relatively low 
(extinction coefficient kSiO2 = 0.000687 [32]). 
However, considering that the refractive index 
of  the oxide is nSiO2 = 1.4574 [32], and the SiO2 
layer is situated between the STE structure 
and the silicon substrate, which exhibits high 
refractive indices in the IR range (nCo = 4.56, 
nPt = 6.57 [33], and nSi = 3.6690) [34]), this 
configuration leads to multipath interference. 
This structure acts as the simplest form of  
an optical resonator and can circumvent the 
need for more complex designs to moderately 
suppress back reflection. By adjusting the 
thickness of  the oxide layer, an enhancement 
in optical absorption can be achieved, which 
may also contribute to an increase in the THz 
signal.

The results depicted in Fig. 2a and b illustrate 
a map of  optical absorption in the ferromagnetic 
cobalt layer (ACo) as a function of  the SiO2 
thickness and the wavelength of  the exciting 
radiation (500-800 nm). As shown in the figures, 
for cases with a minimum natural oxide thickness 
of  ~ 1-2 nm, the absorption at these wavelengths 
is approximately 4.3%. However, as the oxide 
thickness increases, the maximum absorption 
shifts towards the 500 nm region, potentially 
reaching up to 24% of  the total exciting 
radiation. When considering a wavelength of  
800 nm (Fig. 2b) – the operational range for 
most available femtosecond laser systems used 
to pump THz STEs – the absorption does not 
exceed 21.6% for an oxide thickness of  ~ 160 
nm. In this scenario, the resultant total absorption 
ratio for Co(2 nm)/Pt(2 nm) is approximately 
52.5%, with the proportion of  reflected light 
being around 7.6%. The remaining excitation 
radiation, 39.3%, passes through the STE and is 
absorbed by the SiO2/Si substrate.

This example underscores the 
ineffectiveness of  a SiO2 film alone, situated 
between the STE's functional structure and 
the silicon substrate, in achieving maximum 
absorption. Consequently, in the subsequent 
stage, the focus shifted to an STE structure 
enhanced by a Bragg mirror, utilizing the 
[SiO2|TiO2]N superlattice configuration. The 
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Fig. 2. Impact of  SiO2 layer thickness on optical 
absorption in STE based on the Pt (2 nm)/Co (2 nm) 
structure. (a) Distribution map of  absorption in STE 
across optical and near-IR pump wavelength ranges. (b) 
Relationship between absorption in the ferromagnetic 
layer and SiO2 thickness at a wavelength of  800 nm.
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pairing of  SiO2 layers with TiO2 layers, which 
have markedly distinct refractive indices at a 
wavelength of  800 nm (nTiO2 = 2.0951, nSiO2 
= 1.4608) [32,35], facilitates a reduction in 
the fraction of  radiation transmitted into the 
substrate. The primary goal for achieving 
maximum absorption in STE involves 
determining the optimal period N for the 
[SiO2|TiO2]N structure, along with the optimal 
thicknesses for each dielectric layer. Fig. 3a-d 
showcase the results from calculating the 
absorption efficiency in the cobalt layer for 
various N values (1, 3, 5, 10), considering 
SiO2 layer thicknesses in the range of  1-300 
nm and TiO2 layer thicknesses also within 
1-300 nm.

From the analysis of  the data presented, it 
is clear that the structure with a single period 
[SiO2|TiO2] does not offer a significant 
enhancement in absorption compared to the 
previously considered Pt/Co/SiO2(160nm)/
Si configuration. The maximum absorption 
in the Co layer is capped at 21.6% (Fig. 3a). 
However, as the periodicity of  the Bragg 
mirror increases, so does the absorption in 

the STE. For N = 3 (Fig. 3b), the absorption 
maximum increases to 27.5%. Considering 
the structure [SiO2(145 нм)|TiO2(105 нм)]5 
(Fig. 3c), similar to the one studied in [28], 
the peak absorption in the ferromagnetic 
layer achieves approximately 35%. With 
an increment in the number of  periods to 
10 in the [SiO2(160 нм)|TiO2(95 нм)]10 
configuration, the absorption in the Co layer 
rises to approximately 39% (Fig. 3d). Further 
increases in the number of  superlattice periods 
become impractical, as the total absorption 
in the STE (accounting for both the cobalt 
and platinum layers) at 10 superlattice periods 
approaches approximately 97%.

To achieve maximum absorption efficiency 
in the cobalt ACo layer, further calculations 
were conducted for the optimized structure 
[SiO2(160 нм)|TiO2(95 нм)]10. These 
calculations incorporated the application of  an 
anti-reflection coating to the STE structure, as 
depicted in Fig. 1b. The selection of  a material 
for such a coating is pivotal, necessitating the 
right refractive index and optimal thickness 
for efficient performance at a wavelength 
of  800 nm. Our research evaluated a broad 
spectrum of  materials commonly utilized as 
anti-reflection coatings in the near-infrared 
region. The materials considered, along with 
their characteristic refractive indices n at 
a wavelength of  800 nm and references to 
literature sources, are listed in Table 1.

NANOSYSTEMSANASTASIYA V. GORBATOVA, ARSENY M. BURYAKOV

Fig. 3. Dependence of  absorption in the cobalt layer of  
an STE with a Bragg mirror [SiO2|TiO2]N on the 
thicknesses of  the dielectric layers hSiO2 and hTiO2 and the 
structure period N: N = 1 (a), N = 3 (b), N = 5 (c), 

N = 10 (d).

Table 1
Materials for Anti-Reflection Coatings in the Visible 

and IR Wavelength Ranges

Material n Source

MgF2 1.4194 [36]

SiO2 1.4574 [32]

MgO 1.7276 [37]

Al2O3 1.6710
1.75

[38]
[39]

HfO2 1.9809 [40]

Si3N4 1.9962 [41]

Ta2O5 2.0719
2.1594

[32]
[42]

TiO2 2.0951 [35]
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Fig. 4 presents the results of  a comprehensive 
analysis of  reflection and absorption of  800 
nm wavelength radiation in the STE Pt(2 nm)/
Co(2 nm), conducted based on the type of  anti-
reflection coating material (see Table 1) and the 
thickness of  this coating.

Based on our calculations, we concluded 
that employing an anti-reflection coating does 
not result in a significant increase in absorption 
within the cobalt layer. This outcome aligns with 
previous findings indicating that the absorption 
efficiency in an STE, when using a Bragg mirror 
with N = 10, approaches 100%. At the minimum 
thickness of  the ARC for all considered materials, 
a peak absorption in the cobalt layer is observed 
(see Fig. 4). This corroborates the efficiency of  
the optimized Bragg mirror design in effectively 
absorbing radiation traversing the structure.

Although various types of  ARCs are 
ineffective in enhancing absorption and cannot 
fulfill their primary function in this context, their 
high resistance to external factors allows them 
to serve as conventional protective coatings. 
The thickness of  the protective layer can be 

optimized so as not to detrimentally impact the 
optical properties or reduce the efficiency of  
pump laser radiation absorption. From the data 
presented in Fig. 4, three key groups of  materials 
used in the simulations emerge: 1) TiO2, Ta2O5, 
Si3N4, and HfO2; 2) MgO and Al2O3; and 3) SiO2 
and MgF2. Materials in the first group exhibit 
the most pronounced absorption minima at 
a characteristic thickness of  90 nm, achieving 
absorption up to ~ 20% and reflection ~ 50%. 
Conversely, materials in the second group 
display more gradual absorption minima, with 
absorption reaching ~ 25% at a characteristic 
layer thickness of  ~ 115 nm. The third group’s 
materials are the least sensitive to thickness 
changes, showing a minimum absorption of  ~ 
32% at a characteristic thickness of  ~ 137 nm. 
Therefore, different ARC materials possess 
distinct characteristics that must be considered 
when selecting the most appropriate protective 
coating for a specific optical application.

4. CONCLUSION
The study developed a model of  a spintronic 
terahertz emitter integrated with Bragg mirrors, 
structured as a [SiO2(160 nm)|TiO2(95 nm)]N 
superlattice, where N denotes the number of  
periods. The investigation revealed that with 
N equal to 10, the developed model achieves 
maximum optical absorption in the cobalt layer, 
reaching approximately 39%. Simultaneously, the 
total absorption in the STE structure approaches 
100%. This marks a significant increase, over 
ninefold, compared to the absorption in the 
non-optimized Co(2 nm)/Pt(2 nm) structure 
on a high-resistivity silicon substrate, initially 
at only 4.3%. These findings are crucial as they 
underscore the potential of  employing optical 
resonators, such as Bragg mirrors, to significantly 
enhance optical-terahertz conversion in STE 
structures and optimize laser pump powers. 
Additionally, it was discovered that even a 
relatively simple STE/SiO2/Si system with an 
optimized oxide layer thickness of  160 nm can 
enhance absorption by approximately fivefold. 
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Fig. 4. Absorption and reflection characteristics for 
an STE based on Pt(2 nm)/Co(2 nm) with a Bragg 
grating [SiO2(160 nm)|TiO2(95 nm)]10 and with an 

anti-reflection coating.
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Further analysis indicated that the application 
of  anti-reflection coatings does not result in 
an additional increase in absorption within 
the ferromagnetic layer of  the optimized 
structure incorporating a Bragg mirror 
[SiO2(160 nm)|TiO2(95 nm)]. Nonetheless, it 
is essential to acknowledge that the inclusion 
of  reflective coatings, such as MgF2 and SiO2, 
does not impair the absorption and reflectance 
characteristics of  the structure, thereby allowing 
their consideration as protective layers based on 
specific requirements.

In conclusion, the significance of  an 
integrated approach in designing STE 
structures is emphasized, encompassing not 
only the optimization of  the ferromagnetic 
layer but also the incorporation of  additional 
optical elements, such as dielectric superlattices 
and protective coatings. This comprehensive 
strategy enhances the understanding of  light 
interaction processes with these structures 
and paves the way for the development 
of  highly efficient devices in the realms of  
terahertz electronics and spintronics.
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oxidase and its sensor properties were studied. The process of  incorporation of  glucose oxidase 
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32.5 Å2 to 49 Å2 and a decrease in the compression modulus of  the monolayer from 133 mN/m to 83 
mN/m. Also, the adsorption of  glucose oxidase leads to an increase in the desorption coefficient 
of  the monolayer into the kd subphase from 0.5·10-3 to 1.2·10-3. The morphology of  films with 
immobilized enzyme molecules at different adsorption times was characterized by atomic force 
microscopy. Increasing the enzyme adsorption time leads to a decrease in the surface roughness of  
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1. INTRODUCTION.
Polysaccharides, and in particular glucose, are 
actively used in the food industry, so the creation 
of  glucose sensors with increased sensitivity and 
selectivity is a fairly urgent task for monitoring 
its content in technological processes, in final 
products, as well as in production waste. A 
promising solution to this problem is the 
development of  a touch coating for a biosensor 
based on molecules of  the enzyme glucose 
oxidase (GO). The main task in this case is to 
fix the enzyme molecule in the sensor layer and 
maintain its activity over a long period of  time. 
One of  the approaches that allows, within one 
technological operation, to form a film with 
enzyme molecules included in it and ensure its 
protection from environmental influences is 
the Langmuir-Blodgett technology [1-4]. Its use 
makes it possible to form a bilayer membrane-
like film with included enzyme molecules. 
In such a film, the enzyme molecules will be 
protected from external influences by a thin layer 
of  lipid molecules. Therefore, the urgent task is 
to study the process of  incorporation of  enzyme 
molecules into Langmuir monolayers of  various 
surfactants [5-8]. A similar approach can also be 
used to dope monolayers and Langmuir-Blodgett 
films with metal ions dissolved in the subphase 
[9]. Authors [10] The effect of  the charge of  
the head group of  surfactant molecules on the 
process of  incorporation of  enzyme molecules 
into a lipid monolayer was studied. At the same 
time, the authors did not take into account the 
influence of  the acidity of  the subphase on the 
charge of  the enzyme molecule. The influence 
of  the length of  the hydrophobic part of  the 
lipid molecule on the enzyme adsorption process 
was studied in [11]. The work also studied 
the time of  adsorption of  glucose oxidase 
molecules on the surface of  water before the 
onset of  compression to phase transitions in the 
monolayer and its surface properties. Studying 
the effect of  adsorption time on the properties 
of  Langmuir monolayers is an urgent task, since 
in order to produce reproducible samples of  

touch coatings it is necessary to precisely control 
the number of  enzyme molecules adsorbed by 
the film. The stability of  dipalmitoylphosphate 
acid monolayers was studied in [12]. The authors 
paid more attention to the surface properties of  
monolayers during enzyme adsorption and did 
not focus on changes in the morphology of  the 
films. It is worth noting the works that studied 
the process of  adsorption of  glucose oxidase by 
mixed monolayers of  phospholipid molecules 
and nanoparticles [13]. The work also studied 
the effect of  the thickness of  films with an 
immobilized enzyme on the sensitivity of  sensors 
based on them. It has been shown that at film 
thicknesses up to 10-11 nm, the concentration 
dependence of  the sensor parameters remains 
linear over large concentration ranges. At the 
same time, there is not enough information 
about the stability of  monolayers on the surface 
of  the aqueous subphase. This aspect becomes 
especially relevant when trying to mass produce 
touch coatings using the Langmuir-Blodgett 
technology.

Therefore, in this work, the sensory 
properties of  a coating based on a lipid Langmuir 
monolayer with molecules of  the enzyme glucose 
oxidase formed were studied. For this purpose, 
the stability of  monolayers of  1,2-dipalmitoyl-
sn-glycero-3-phosphoethanolamine during the 
adsorption of  glucose oxidase molecules was 
studied using compression isotherms and the 
morphology of  films obtained on their basis was 
studied.

2. EXPERIMENTAL PART
2.1. formation of lanGmuir monolayers

To prepare a solution of  1,2-dipalmitoyl-sn-
glycero-3-phosphoethanolamine (DPPE, Sigma 
Aldrich, 99%), DPPE powder was dissolved in 
chloroform (Sigma Aldrich, 99%), resulting in a 
solution with a concentration of  10-3 M.

All experiments on the formation and study 
of  the surface properties of  Langmuir DPPE 
monolayers were carried out on a KSV Nima 
LB Trough KN2001 installation (Finland) with 
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a working area of  243 cm2. The formation 
of  Langmuir monolayers with immobilized 
molecules of  the enzyme glucose oxidase was 
carried out according to the following procedure. 
A solution of  DPPE in chloroform was applied 
to the surface of  the aqueous subphase in an 
aliquot of  50 μl. Deionized water with a resistivity 
of  18 MOhm×cm and a glucose solution with a 
concentration of  0.015 mg/ml were used as a 
subphase. After 30 minutes, the monolayers were 
compressed by movable barriers at a constant 
rate of  monolayer area loss equal to 0.7 cm2/
min. During the compression of  the monolayer 
by movable barriers, the π(A) isotherm was 
automatically recorded – the dependence of  
the change in surface pressure (π) on the area 
occupied by one molecule in the monolayer (A). 
Compression isotherms of  DPPE monolayers 
formed in the absence and presence of  dissolved 
GO molecules in the subphase are shown in 
Fig. 1.

By analyzing the compression isotherms, 
such monolayer parameters as the specific area 
per molecule in the non-tilting condensed phase 
(A0) and the compression modulus (k) were 
obtained. The value of  A0 coincides with the 

abscissa of  the intersection point of  the tangent 
drawn to the condensed phase of  the graph 
of  the monolayer compression isotherm. To 
calculate the compression modulus we used the 
formula [14]:

0 ,dk A
dA
π

= −  (1)

where A0 is the specific area per molecule in 
the non-obliquely condensed phase, k is the 
compression modulus of  the monolayer, A is 
the area occupied by the monolayer. The values 
of  k, A0 are given in Table 1.

The transfer of  monolayers to solid 
substrates was carried out using the Langmuir-
Blodgett method at an equilibrium value of  
surface pressure (πe). Atomically smooth highly 
oriented pyrographite was used as a substrate.
2.2 study of film surface morpholoGy

The study of  surface morphology was carried 
out using the atomic force microscopy method 
on an NT-MDT Ntegra installation in a hybrid 
mode with a single line scanning speed of  0.79 
Hz. An NT-MDT NSG10 series cantilever with 
a tip radius not exceeding 10 nm was used. 
Image processing and calculation of  the average 
roughness and film thickness were performed in 
the open source software Gwyddion 2.63.
2.3. studyinG the sensory properties 
of lanGmuir-blodGett films with an 
immobilized enzyme usinG electrophysical 
methods

To measure the electrophysical parameters of  
the created films, a P-45X potentiostat was used. 
The sensory properties of  the formed coatings 
were studied using the following method. 

Fig. 1. Compression isotherms of  a DPPE monolayer 
formed on the subphase in the presence and absence of  
dissolved glucose oxidase enzyme molecules. Points A0 – 
areas occupied by one molecule in a non-tilting-condensed 

phase.

Table 1
Compression modulus (k) and area occupied by one 
molecule in the non-tilt-condensed phase of a DPPE 
monolayer (A0), formed in the presence (DPPE+GO) 

and in the absence (DPPE) of enzyme molecules 
dissolved in the subphase, πe – equilibrium pressure

Monolayer parameter DPPE DPPE+GО

k, (mN/m) 133 87

A0, (Å
2) 32.5 49

πe, (mN) 37.5 42
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The formed Langmuir monolayers with the 
immobilized GO enzyme were compressed to 
a pressure of  πe. Next, the monolayers were 
transferred by the Langmuir-Blodgett method 
onto graphite electrodes with a diameter of  2 
mm at a speed of  electrodes passing through 
the water surface of  1 mm/min. Thus, sensor 
coatings were formed, consisting of  2 Langmuir 
monolayers with an immobilized glucose oxidase 
enzyme. The electrodes were placed at a distance 
of  5 mm from each other in a reservoir with 2 ml 
of  glucose solution of  various concentrations. 
To eliminate the influence of  electromagnetic 
interference, the measuring cell was placed in 
a steel box with a metal lid. Voltammograms 
of  the measured solutions were obtained in 
the potential range from –1 V to +1 V with a 
voltage sweep rate of  0.2 mV/s. Impedance 
measurements were carried out in the frequency 
range from 50 KHz to 4 KHz with a bias voltage 
of  0.8 V.

3. RESULTS AND DISCUSSION
3.1. study of the adsorption process of 
Glucose oxidase molecules

An analysis of  the compression isotherms 
presented in Fig. 1 shows that the adsorption 
of  enzyme molecules leads to a change in the 
type of  compression isotherm. The moment 
of  phase transition between the liquid phase 
and the inclined-condensed phase is extended. 
Section II-III of  the compression isotherm 
appears in cases where the contribution to the 
growth of  surface pressure from the interaction 
of  the head groups of  surfactant molecules 
increases. Adsorption of  GO molecules led to a 
decrease in the monolayer compressive modulus 
k from 133 mN/m to 87 mN/m and an increase 
in A0 from 32.5 Å2 to 49 Å2. Thus, we can 
conclude that the adsorption of  GO molecules 
by a DPPE monolayer has an expanding effect 
on the monolayer [15]. It is worth noting that 
after the collapse pressure was reached, a kink 
was observed in the compression isotherm, after 
which the value of  the surface pressure remained 

constant. The presence of  such a section is 
explained by the beginning of  the formation of  
a multilayer membrane-like structure [16].

The study of  the adsorption of  GO molecules 
by DPPE film occurred in two stages. At the 
first stage, the value of  the equilibrium pressure 
at which the monolayer was subsequently 
transferred to solid substrates, πe, was established. 
To do this, the monolayer was compressed to 
a surface pressure value corresponding to the 
middle of  the non-obliquely condensed phase, 
after which the compression process stopped. 
A further change in the surface pressure is 
associated with the occurrence of  relaxation 
processes in the monolayer. To analyze them, 
changes in surface pressure (π) versus time (t) 
were recorded automatically in automatic mode. 
The graph of  the dependence π(t) is shown 
in Fig. 2. The coordinate of  the intersection 
point of  the projection of  the linear part of  the 
graph π(t) and the ordinate axis (π) corresponds 
to the value of  the equilibrium pressure πe, at 
which the rates of  adsorption and desorption 
of  the monolayer substance into the subphase 
are equalized [17]. The value of  the tangent of  
the angle of  inclination of  the linear part of  the 
graph π(t) corresponds to the rate of  decrease 
in surface pressure (kd) due to the structural 

Fig. 2. Graphs of  the decrease in surface pressure of  
DPPE monolayers (a), obtained in the subphase in the 
presence and absence of  dissolved enzyme molecules, at a 

constant monolayer area.
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reorganization of  molecules in the monolayer, 
as well as due to the possible loss of  part of  the 
substance of  the monolayer under water [18,19]. 
It can be seen from Fig. 2 that the adsorption 
of  GO molecules led to an increase in kd and πe 
from 0.5·10-3 and 37.5 mN/m to 1.2·10-3 and 42 
mN/m, respectively.

To determine the mechanism of  loss of  the 
monolayer substance into the subphase, a method 
was used based on the analysis of  desorption 
curves in the coordinates of  the relative loss of  
area versus time. For this purpose, curves of  
the decrease in monolayer area were recorded at 
constant surface pressure near the point of  phase 
transition of  the monolayer two-dimensional 
liquid - condensed film. Fig. 3 shows graphs of  

changes in the relative monolayer area over time 
for DPPE monolayers formed on the subphase 
in the presence and absence of  dissolved 
GO molecules. In the presented desorption 
curves, two sections can be distinguished, 
approximated by a linear dependence. This is 
due to the presence of  several mechanisms of  
desorption of  the monolayer substance into the 
near-surface layer. In the literature, two types 
of  desorption are distinguished. The first is 
desorption, controlled by the departure of  the 
monolayer substance into a near-surface layer of  
finite thickness. And the second is the diffusion 
transition of  monolayer molecules from a static 
near-surface layer deep into the subphase. In the 
desorption graph presented in Fig.3, areas with 
the first and second desorption mechanisms are 
marked with numbers (I) and (II), respectively. 
To describe the desorption processes (I) and (II), 
expressions (1) and (2) were used [20,21]: 

0

,sn A t
A

l k= −  (2)

0

,vn A t
A

l k= −  (3)

where A/A0 is the relative change in the monolayer 
area over time t, kv and ks are the desorption and 
diffusion coefficients, respectively. 

The numerical values of  the coefficients ks 
and kv correspond to the angle of  inclination 
of  the linear sections of  the area loss curves 
presented in Fig. 4. The values of  ks and kv are 
given in Table 2.

Fig. 3. Graphs of  the decrease in the area of  DPPE 
monolayers, obtained in the subphase in the presence and 
absence of  dissolved enzyme molecules, at a constant 

monolayer area.

Fig. 4. Curves of  the decrease in the area of  DPPE monolayers (a, b), formed in the presence and absence of  enzyme 
molecules dissolved in the subphase.
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From Table 2 it can be seen that the adsorption 
of  GO molecules by a DPPE monolayer leads 
to a change in desorption coefficients, controlled 
by the transition of  the monolayer substance 
to the surface layer and the transition of  the 
substance from the surface layer deep into the 
subphase. The coefficient ks increases from 
5·10-4 to 6·10-4, and kv decreases from 3.3·10-2 

to 1.1·10-2 in the presence of  enzyme molecules 
in the subphase. The presence of  GO molecules 
in the subphase leads to a decrease in the rate of  
desorption, which is controlled by the transition 
of  the monolayer substance to the near-surface 
layer, and an increase in the rate of  transition 
of  molecules of  the substance from the near-
surface layer deep into the subphase.
3.2. effect of enzyme adsorption time on 
the surface morpholoGy of the formed 
films

Fig. 5 shows images of  the surface morphology 
of  monolayer DPPE films with adsorbed 
aggregates to GO molecules transferred at 
different adsorption times. Table 3 shows the 

values of  the roughness of  the formed films, the 
average thickness and the average surface area 
of  the films.

Adsorption of  GO by monolayers leads to 
a change in the morphology of  films obtained 
on their basis. When GO is adsorbed by a 
DPPE monolayer for 5 minutes, regions with a 
height of  12 to 24 nm are formed on the film 
surface. The GO molecule has dimensions of  
6×5.2×7 nm [22], while the DPPE monolayer 
has a thickness of  about 3 nm. Thus, we can 
conclude that these areas are aggregates of  GO 
molecules adsorbed by a monolayer of  DPPE 
molecules. When the adsorption time increases 
to 30 minutes, the area occupied by GO islands 
increases. In this case, the thickness of  individual 
sections increases to 25-30 nm. The average film 
roughness decreases from 3.6 nm to 3.3 nm, 
which can be explained by an increase in the area 
occupied by GO aggregates. A further increase 
in the adsorption time to 60 minutes leads to 
a decrease in surface roughness and average 
film thickness. This behavior can be associated 

Table 2
Desorption coefficients of DPPE monolayers formed 

on the subphase in the presence and absence of 
dissolved GO molecules

DPPE DPPE+GО

T, min 3 12

ks 5·10-4 6·10-4

kv 3.3·10-2 1.1·10-2

kd 0.5·10-3 1.2·10-3

Fig. 5. Images of  the surface morphology of  monolayer DPPE films formed on a subphase containing GO at GO 
adsorption times of  5 minutes (a), 30 minutes (b) and 60 minutes (c).

Table 3
Average roughness (Ra), thickness (L) and surface 
area (Sq) of monolayer DPPE films transferred at 

different enzyme adsorption times.

GO adsorption time 5 30 60

Ra, nm 3.6 3.3 2.4

Sq, mkm2 0.3 0.3 0.3

L, nm 10.7 10.4 8.7
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with a decrease in the rate of  transition of  the 
monolayer substance into the diffusion layer. As 
a result, the area covered by aggregates of  GO 
molecules increases. At the same time, the height 
of  individual aggregates decreases to 22-25 nm.

An increase in the adsorption time of  the 
GO enzyme on the film leads to a change in its 
morphology. The most developed morphology 
is observed in the film transferred 5 minutes 
after holding the monolayer at constant pressure 
(the total adsorption time, including the time 
of  compression of  the monolayer by movable 
barriers, is 125 minutes). Further adsorption leads 
to a decrease in the average surface roughness and 
average film thickness. Therefore, a monolayer 
with an adsorption time of  30 minutes was used 
to form the sensor coating.
3.3. studyinG the sensory properties of 
the formed coatinGs usinG voltammetric 
and impedancemetric methods

The formed sensor coatings were studied by cyclic 
voltammetry. Cyclic voltammograms and graphs 
of  changes in maximum currents between the 
electrodes at different concentrations of  glucose 
in the solution are shown in Fig. 6. For a biofilm 
with the immobilized GO enzyme, a linear 
dependence of  the current on the concentration 
of  glucose in the solution is observed. The 
increase in current with increasing concentration 
to 0.9 mg/ml is 0.25 μA for forward bias and 
0.35 μA for reverse bias. In the absence of  
biofilm on the electrodes, concentration changes 
in current are random. The large operating 

currents are explained by the absence of  a film 
of  lipid molecules, which is a dielectric, on the 
electrodes.

Fig. 7 shows the frequency dependences of  
the real (a) and imaginary (b) parts of  the total 

Fig. 6. Cyclic voltammograms (a) and changes in the maximum values of  forward and reverse currents in the presence 
(b) and in the absence of  a sensor film (c) at different concentrations of  glucose in the solution.

Fig. 7. Frequency dependences of  the real (a) and 
imaginary (b) parts of  the total impedance of  the system 
at different concentrations of  glucose molecules in solution.
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impedance of  the measured cell at different 
concentrations of  glucose molecules in the 
solution. In the frequency range from 5 to 20 
kHz and from 30 to 50 kHz, frequencies can 
be distinguished for which the concentration 
dependence of  the real and imaginary parts of  
the impedance is monotonic.

Thus, the concentration dependence of  the 
real part of  the impedance at frequencies of  7.3 
kHz, 10 kHz and 15 kHz has a sublinear form. 
The concentration dependence of  the imaginary 
impedance particles at frequencies of  40 kHz, 
45 kHz and 49 kHz can be approximated by 
an exponential function. The corresponding 
concentration dependences are shown in Fig. 8.

4. CONCLUSION
In this work, the influence of  the adsorption 
time of  glucose oxidase molecules on the surface 
properties of  Langmuir DPPE monolayers and 
their morphology was studied. Based on the 
formed monolayers, sensor bilayer coatings 
were created. Differences in the adsorption 
time of  the enzyme lead to differences in 
the morphology of  the films. The process 
of  incorporation of  glucose oxidase enzyme 
molecules into a Langmuir monolayer of  DPPE 
lipid molecules was studied. The adsorption of  
GO molecules has an expanding effect on the 
Langmuir DPPE monolayer. Adsorption of  GO 

molecules leads to a structural restructuring of  
the monolayer, accompanied by an increase in 
the specific area of  the monolayer, a decrease in 
the rate of  decrease in surface pressure and an 
increase in pressure πe. When GO is adsorbed 
by a DPPE monolayer, the filling rate of  the 
near-surface diffusion layer decreases, but at the 
same time the rate of  transition of  molecules 
from the diffusion layer into the bulk of  the 
subphase increases. The increase in the specific 
area per molecule during the adsorption of  an 
enzyme by a monolayer is associated with the 
floating of  the enzyme and the formation of  
an adsorption Gibbs monolayer at the water-air 
interface, which is subsequently compressed by 
the emerging monolayer of  lipid molecules. As 
a result, when the monolayer is compressed, the 
position of  all formed phases shifts to a region 
of  large areas. An increase in the adsorption 
time of  GO molecules leads to a decrease in the 
average roughness of  the film and its thickness.

Voltammetry and impedance measurements 
of  the films showed the sensitivity of  the 
sensor coating to glucose molecules in aqueous 
solutions. The presence of  a linear concentration 
dependence of  maximum and minimum currents 
and resistances in the glucose concentration 
range from 0 to 1 mg/ml makes such sensor 
coatings promising for use as sensor coatings.

Fig. 8. Concentration dependences of  the real (a) and imaginary (b) parts of  the total impedance of  the system for 
the corresponding frequencies.
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Thus, the possibility of  creating an enzymatic 
glucose biosensor based on a LB film from 
DPPE phospholipid molecules with immobilized 
glucose oxidase enzyme molecules has been 
demonstrated. The main advantage of  such 
biosensors is their high selectivity and sensitivity 
with respect to the molecules being detected.
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Abstract: The work devoted to study of  the electrical properties and morphology of  Langmuir-
Blodgett films of  modified graphene oxide (GO). The Langmuir-Blodgett method was used for 
studying of  formation process of  Langmuir monolayers formed on the subphase contained dissolved 
ions of  tin chloride salt. The compression isotherms of  monolayers formed in the presence of  tin 
ions shifted towards larger occupied areas. Langmuir monolayers of  graphene oxide formed under 
various conditions were transferred on solid substrates and studied by atomic force microscopy and 
voltammetry. It has been established that the presence of  tin ions in the aqueous subphase leads to 
changes in the morphology of  the formed films. Thus, the average roughness and surface area of  
such films increased from 0.2 nm and 0.04 μm2 to 5.4 nm and 0.46 μm2, respectively. The presence 
of  tin ions dissolved in the aqueous subphase influenced the type of  current-voltage characteristics 
of  the films under study. The maximum reverse current increases from 0.75 nA to -0.3 nA and the 
resistance increases from 11 GOhm to 700 GOhm. Temperature annealing of  the graphene oxide 
film at 300°C leads to a decrease in the maximum forward current and an increase in the reverse 
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1. INTRODUCTION
Nowadays, ensuring environmental monitoring 
of  the state of  the atmosphere is an urgent task. 
This is due to the growing level of  environmental 
pollution. This task is of  particular relevance in 
large cities with a large number of  road transport. 
One of  the products of  car exhaust is carbon 
monoxide and carbon dioxide. The development 
of  sensor coatings capable of  selectively 



122

No. 1 | Vol. 16 | 2024 | RENSIT

NANOSYSTEMSILIYA A. GORBACHEV, VLADIMIR V. KOLESOV

absorbing carbon monoxide or carbon dioxide 
is an urgent task in the development of  gas 
sensors. Graphene oxide is a promising material 
for such sensor coatings. [1-3].

Despite the possibility of  creating 
sensors with high sensitivity [4,5], their main 
disadvantage is low selectivity with respect to 
target gases. To solve this problem, films based 
on graphene oxide are modified with functional 
groups and nanoparticles [6,7]. In particular, 
to create coatings selective to carbon dioxide 
and carbon dioxide, films based on graphene 
oxide are modified with tin oxide nanoparticles 
[8], that allows to significantly increase the 
selectivity and sensitivity of  sensors [9-11]. Also, 
the disadvantages of  such sensors include low 
reproducibility of  characteristics from device to 
device [12,13]. One of  the approaches to reduce 
the number of  defects in a graphene oxide film 
is the Langmuir-Blodgett technology, since 
it remains possible to orient graphene oxide 
particles in the film [14]. 

The Langmuir-Blodgett (LB) Technology is 
widely used for the formation of  thin films of  
various surfactants, nanoparticles and polymer 
molecules [15-18]. There are also works devoted 
to the formation and study of  the properties 
of  Langmuir monolayers of  graphene oxide 
[19]. The influence of  subphase acidity on the 
morphology of  Langmuir-Blodgett graphene 
oxide films was studied by authors [20]. It has been 
shown that changing the acidity makes possible 
to control the thickness of  graphene oxide films. 
One of  the promising tasks in this direction is 
doping a graphene oxide monolayer with ions of  
various metals. The study of  adsorption process 
of  heavy metal ions to colloidal graphene oxide 
was performed by authors [21-23]. The presence 
of  similar works allows us to conclude that 
it is possible to embed charged particles into 
graphene films. The process of  incorporation 
of  Cs2+, Sr2+ and Y3+ ions into a graphene 
film on the surface of  water has been studied 
by authors [25,24]. The authors demonstrated 
that ion adsorption is determined not only by 

electrostatic interaction with graphene oxide, 
but is more complex in nature. In such works, 
the authors pay little attention to studying the 
possibility of  incorporating metal ions into 
Langmuir monolayers of  graphene oxide, which 
could lead to the creation of  new types of  
ordered two-dimensional materials. Also, due 
attention is not paid to the electrical properties 
of  graphene oxide films with adsorbed ions, as 
well as the influence of  the thermal treatment 
process on their properties. This problem 
becomes particularly relevant when attempting 
to sensitize graphene oxide films with oxide 
particles.

Therefore, the main goal of  the present work 
was to study the effect of  metal ions dissolved 
in the aqueous subphase on the electrical 
properties and morphology of  Langmuir-
Blodgett graphene oxide films. And also, the 
effect of  thermal treatment of  films on them.

2. EXPERIMENTAL PART
2.1. materials and methods

The graphene oxide powder with an average 
particle diameter of  10 to 100 μm (Rusgrafen 
LLC, Russia) was used for preparation a solution 
of  graphene oxide. Graphene oxide powder 
was dissolved in a water:methanol mixture with 
a volume ratio of  1:5 to obtain a solution with 
a concentration of  0.5 mg/ml. The resulting 
solution was sonicated in an ultrasonic bath 
(Skymen JP-031S, China) with a power of  180 W 
for 30 minutes. The solution was centrifuged at a 
rotation speed of  4000 rpm for 30 minutes. After 
stratification of  the solution and precipitation, 
the supernatant part of  the solution was 
selected, which was sonicated for 40 minutes 
and precipitated into a centrifuge at a rotation 
speed of  13,000 rpm. The sediment part of  
the solution formed during centrifugation was 
collected. The precipitate was dried in a vacuum 
chamber at room temperature for 60 minutes 
and re-dissolved in a water:methanol mixture 
with a volume ratio of  components of  1:5. In 
this way, a water-methanol solution of  graphene 
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oxide particles with a concentration of  0.1 mg/
ml was obtained. Before forming a Langmuir 
monolayer, the solutions were sonicated for 15 
minutes in an ultrasonic bath.

To prepare the subphase with dissolved tin 
chloride (SnCl2), dry tin chloride powder was 
taken and dissolved in deionized water to obtain 
a concentration of  1 Mol/L. The resulting 
solution was diluted with deionized water to 
obtain a concentration of  10-2 M, which was 
used as an aqueous subphase.
2.2. formation of lanGmuir monolayers 
and lanGmuir-blodGett films of Graphene 
oxide

All experiments on the formation and transfer 
of  Langmuir monolayers to solid substrates 
were carried out on a KSV Nima LB Trough 
KN2002 setup. The temperature of  the 
subphase was maintained constant at 22°C 
using an A300 circulation cooler (Termex 
LLC, Russia, Tomsk). Deionized water with a 
resistivity of  18 MOhm×cm and an aqueous 
solution of  tin chloride with a concentration of  
10-2 M were used as a subphase. The formation 
of  Langmuir monolayers of  graphene oxide 
took place according to the following procedure. 
An aliquot of  graphene oxide solution with a 
volume of  500 μL was applied to the surface 
of  the aqueous subphase. After 20 minutes for 
deionized water, 40 minutes and 80 minutes for 
the subphase containing tin ions, the monolayer 
was compressed by movable barriers with a 
constant rate of  area loss equal to 0.7 cm2/min. 
During the compression process, a π-A diagram 
was recorded automatically – the dependence of  
the change in pressure on the area occupied by 
the monolayer. The compression isotherm of  
the formed monolayers is shown in Fig. 1. The 
monolayer was transferred to a solid substrate at 
a constant surface pressure of  40 mN/m using 
the Langmuir-Blodgett method – vertical lift. The 
speed of  movement of  the substrate through 
the monolayer was constant and amounted to 1 
mm/min. In this way, 5-layer films were formed 
based on monolayers of  graphene oxide (film 

1), graphene oxide that adsorbed tin ions for 
40 minutes (film 2) and adsorbed tin ions for 
90 minutes (film 3). The surface properties of  
monolayers were studied using the compression 
isotherm method. The linear sections on the 
compression isotherm correspond to the phase 
state of  the monolayer and are characterized by 
the compression modulus of  the monolayer (k) 
and the specific area of  the monolayer in the 
phase state (A0). The value of  A0 can be obtained 
by extrapolating the linear portion of  the phase 
state of  the monolayer to the A axis at a value 
of  π = 0 mN/m. To calculate the compression 
modulus of  a monolayer, the formula is used:

0 ,dk A
dA
π

= −  (1)

where k, A and A0 are the compression modulus 
of  the monolayer, the area of  the monolayer and 
the specific area of  the monolayer in the phase 
state under study. Since the values of  k and A0 
change during the interphase transition of  the 
monolayer, analysis of  the dependence k(A0) 
allows us to identify areas on the compression 
isotherm that correspond to the gaseous, 
inclined-condensed phase and non-inclined-
condensed phase of  the liquid and condensed 
phase of  the monolayer [26-28].

Fig. 1. Compression isotherms of  graphene oxide monolayers 
formed on deionized water and on deionized water containing 
dissolved tin ions at 40 minutes and 90 minutes of  ion 

adsorption time by the monolayer.
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Compression isotherms of  graphene oxide 
monolayers formed on an aqueous subphase in 
the absence and presence of  dissolved tin ions 
at different times of  their adsorption by the 
monolayer are shown in Fig. 1.

Table 1 shows the values of  k and A0 of  
graphene oxide monolayers formed under 
various conditions.
2.3. studyinG the morpholoGy of formed 
lanGmuir-blodGett films usinG atomic 
force microscopy

The formed Langmuir monolayers were 
transferred to solid substrates made of  atomically 
smooth mica using the Langmuir-Blodgett 
technology. In this way, monolayer films were 
formed based on monolayers of  graphene oxide, 
formed in the absence and presence of  dissolved 
tin ions in the subphase. The morphology of  the 
resulting film coatings was studied by atomic 
force microscopy using an NT-MDT Netgra 
installation in hybrid mode. Fig. 2 shows typical 
images of  the surface morphology of  the 
resulting films.

Mathematical processing of  the obtained 
images in the Gwyddion 2.63 program made it 
possible to determine the average surface area 
of  the film (S) and the value of  its average 
roughness (Ra). The surface area of  the film 
was calculated by the triangulation method, 
the average roughness of  the film surface was 
calculated using the formula [29,30]:

1

1 ,a
j

N

jR r
N =

= ∑  (2)

where Ra is the arithmetic mean deviation of  the 
profile from the baseline (profile mean line), N 
is the number of  points at which the roughness 
parameter Ra was measured, and rj is the absolute 

deviation of  the profile height value from the 
mean line at each roughness measurement point.

Table 2 shows the average roughness and 
surface area of  films formed under various 
conditions.
2.4. study of the electrical 
characteristics of the formed films

Langmuir graphene oxide monolayers formed 
under different conditions were transferred 
onto solid coverslip substrates with formed 
interdigitated electrode structures. The distance 
between the pins was 100 μm. The electrical 

Table 1
Values of the compression modulus (k) and specific 
area of monolayers in the non-obliquely condensed 

phase (A0), formed under various conditions
Subphase A0, cm22 k, mN/m

Deionized water 47.5 1.6

40 minutes adsorption 32.8 2.3

90 minutes adsorption 38.8 2

Fig. 2. Images of  the surface and its profile lines of  a 
graphene oxide film (a), a film based on a monolayer that 
adsorbed tin ions for 40 minutes (b) and 90 minutes (c).

Table 2
Values of the average surface roughness (Ra) of the 

film and its surface area (S)
Film Ra,

 nm S, mkm2

Graphene oxide 0.2 0.04

Graphene oxide + SnCl2 40 minutes 1.4 0.42

Graphene oxide + SnCl2 90 minutes 5.4 0.46
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characteristics of  films 1, 2 and 3 were studied by 
voltammetry. The current-voltage characteristics 
were measured on a Keythley 6487 picoammeter 
in the voltage range of  +10 V –10 V with a scan 
step of  0.2 V. The formed film coatings were 
annealed at temperatures of  150°C and 300°C 
for 30 minutes in an air atmosphere. The current-
voltage characteristics of  the films under study 
are shown in Fig. 3.

3. DISCUSSION AND CONCLUSIONS
The compression isotherm of  graphene oxide 
monolayers formed under various conditions is 
shown in Fig. 1. In a graphene oxide monolayer, 
one can distinguish a gas phase corresponding 
to section I-II, an inclined condensed phase 
(section II-III) and a non-obliquely condensed 
phase (section III-IV). When the surface 
pressure exceeds 50 mN/m, monolayer collapse 
occurs, which characterizes a sharp change in 
the slope of  the compression isotherm. The 
addition of  tin ions to the subphase affects the 
type of  compression isotherm depending on the 
time of  interaction of  tin ions with graphene 
oxide particles. With an interaction time of  40 
minutes, the collapse pressure of  the monolayer 
increases from 50 mN/m to 60 mN/m. The 
compression modulus of  the monolayer also 
increases from 1.6 mN/m to 2.3 mN/m. The 
A0 value increases from 49 cm2 to 51 cm2. The 
compression isotherm of  the monolayer formed 
at a time of  interaction of  graphene oxide and 
tin ions of  90 minutes also shifted towards 
larger areas. It can be concluded that tin ions 

have an expanding effect on the graphene oxide 
monolayer.

Fig. 2 shows images of  the surface of  
graphene oxide films formed in the presence 
and absence of  tin ions in the subphase. The 
monolayer of  used graphene oxide particles 
has a thickness of  about 0.2 to 0.4 nm with 
individual particle diameters from 1 to 4 μm. 
Such a scatter in heights allows us to conclude 
that individual graphene particles are non-
monolayer. The interaction of  a monolayer of  
graphene oxide with tin ions leads to a change 
in the morphology of  the film. The average film 
roughness increases from 0.2 to 1.4 nm, the 
average surface area increases by 0.38 µm2. On 
the surface of  the film, aggregates with heights 
from 3 to 20 nm and areas up to 0.8 μm2 can be 
distinguished. An increase in the interaction time 
of  tin ions with a monolayer of  graphene oxide 
leads to an increase in the average roughness to 
5.4 nm and the average surface area to 0.46 μm2. 
The average heights of  the formed aggregates 
increased and ranged from 15 nm to 55 nm. The 
interaction of  tin ions and a Langmuir monolayer 
of  graphene oxide leads to the formation of  
aggregates on the surface of  the film. The sizes 
of  the aggregates increased with increasing 
interaction time between the graphene oxide 
monolayer and tin ions.

Fig. 3 shows the current-voltage 
characteristics of  multilayer films 1, 2 and 3. 
The current-voltage characteristic of  film 1 has 
a linear form. Its conductivity was about 0.09 pS. 

Fig. 3. Current-voltage characteristics of  the formed films before annealing (a), after annealing at a temperature of  
150°C (b) and 300°C (c).
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The presence of  tin hydroxide aggregates in the 
film leads to a change in the type of  current-
voltage characteristic. The current-voltage 
characteristics of  films 2 and 3 have a nonlinear 
shape; an increase in the adsorption time of  
tin ions leads to an increase in the maximum 
reverse current from 0.125 nA to 0.3 nA. The 
maximum current of  the forward branch of  the 
current-voltage characteristic decreases from 
0.025 nA to 0.01 nA with increasing adsorption 
time of  tin ions. Thermal treatment of  the 
formed film 1 for 30 minutes at a temperature 
of  150°C leads to an increase in the current 
of  the forward and reverse branches of  the 
current-voltage characteristic to –0.1 nA and 
0.05 nA, respectively. The maximum current 
of  the reverse branch of  the current-voltage 
characteristics of  films 2 and 3 also increases to 
0.18 nA and 0.4 nA, respectively. The increase in 
maximum currents may be associated with the 
beginning of  the reduction process of  graphene 
oxide and an increase in its conductivity. At the 
same time, the high defectiveness of  the films 
and the loss of  conductivity at the edges of  
reduced graphene oxide particles explain the low 
conductivity values in the films. Annealing films 
at a temperature of  300°C leads to an increase 
in film resistance to 700 GOhm. After annealing 
at a temperature of  300°C, the current-voltage 
curves of  films 2 and 3 acquire a linear form. 
A similar effect may be associated with the 
reduction of  graphene oxide and desorption of  
tin dioxide particles from the film surface.

4. CONCLUSION
Thus, the work studied the electrical properties 
and morphology of  Langmuir-Blodgett films 
based on graphene oxide during their thermal 
reduction. The possibility of  modifying Langmuir 
monolayers of  graphene oxide with metal ions 
during the formation of  monolayers has been 
established. The possibility of  controlling the 
electrical conductivity of  Langmuir-Blodgett 
graphene oxide films by thermal treatment has 
been demonstrated. The recovery temperature 
regime has been determined, at which the 

current-voltage characteristics retain their 
nonlinear form. The approach used in the work 
can be used to form sensor coatings sensitive 
to carbon monoxide and carbon monoxide, to 
develop gas sensors with greater sensitivity.
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1. INTRODUCTION
Scenarios for the behavior of  broadband 
acoustic signals in oceanic waveguides are 
extremely diverse and complex, but they obey 
one general pattern, first established in [1]. It 
manifests itself  in the fact that the interference 
of  the modes of  such signals, due to waveguide 
dispersion, forms a stable interference pattern 
(interferogram) of  the maxima of  the energy 
parameters spectral density of  the wave field in 
the variables of  frequency-distance (time). The 
localized bands configuration is determined 
by the frequency range, waveguide parameters, 
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speed and source trajectory This pattern is 
applicable – which is one of  its main advantages 
– also to noise source signals, the description 
of  which is statistical in nature. This allows us 
to consider the interferogram as a universal 
deterministic mathematical model of  the noise 
signal and propagation medium. The model is 
quite simple and at the same time contains a 
wide variety of  forms of  behavior. In addition, it 
has predictive power, but does not require strict 
causal constraints. In essence, the role of  models 
in physical constructions is determined by how 
well they convey the real processes essential 
features.

Based on the interferogram model, a 
holographic method for detecting and localizing a 
noise source is proposed and implemented, based 
on recording a two-dimensional time-frequency 
interferogram using a two-dimensional Fourier 
transform [2,3]. The state of  the issue of  noise 
signals holographic processing in hydroacoustics 
is reflected in [4].

This article describes the formation of  a 
hologram of  a noise signal from a single source 
against the background of  distributed noise 
interference in an oceanic waveguide. The 
conditions for the formation of  an undistorted 
interferogram are given. The angular distribution 
of  the hologram spectral density is discussed. A 
heuristic criterion for the noise source detection 
range is formulated. The minimum duration 
of  recording a noise signal, which determines 
the maximum detection range of  the source, 
has been estimated. Holographic processing of  
noise signals using a single vector-scalar receiver 
and linear antennas is considered.

2. HOLOGRAPHIC PROCESSING
We will consider holographic processing of  
a noise signal s(t) against the background of  
interference n(t) using the example of  sound 
pressure p(t) recorded by a single receiver. 
For the vector components of  a vector-scalar 
receiver, the consideration is similar. During 
the observation time ∆t in the frequency band 
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∆f, J independent time noise realizations p(t) 
= s(t) + n(t) with duration T and with a time 
interval δT between them are accumulated
J = ∆t/(T + δT).        (1))

Realizations are independent if  δT ≥ 1/∆f. The 
Fourier transform restores the time-frequency 
representation of  noise implementations p(f,t) 
= s(f,t) + n(f,t) and generates a sound pressure 
interferogram
( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( )

*

2 *

2*

, , , 

, , , 

, , , ,

I f t p f t p f t

s f t n f t s f t

s f t n f t n f t

= =

= + +

+ +

 (2)

where the superscript "*" denotes the complex 
conjugate quantity. The first and fourth terms (2) 
give the spectral density of  the signal and noise 
in the (f,t) plane, and the second and third terms 
give the mutual spectral densities of  the signal and 
noise. Since the signal and noise are uncorrelated, 
the mutual spectral densities will have the 
form of  a low-contrast smeared background 
and its weight in the interferogram I(f,t) can 
be neglected. Consequently, interferogram (2) 
can be approximately represented as a linear 
combination of  signal and noise interferograms
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The sound pressure hologram taking into 
account relation (3) takes the form
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∫ ∫  (4)

Here ν and τ are the frequency and time of  
the hologram; ( )1, 2 0 / 2 ,f f f= ∆  − average 
frequency of  the spectrum. In the hologram, 
the spectral density of  the signal Fs(τ,ν) 
of  a moving source is concentrated in two 
narrow bands, mirror-inverted relative to 
the origin, in the form of  focal spots caused 
by the interference of  modes of  different 
numbers. They are located in the first and 
third quadrants of  the hologram if  the radial 
velocity of  the source is w < 0 (the source 
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approaches the receiver), and in the second 
and fourth quadrants (w > 0) when the 
source moves away from the receiver. Radial 
velocity refers to the projection of  the source 
velocity in the direction of  the receiver. When 
the source is stationary and moves along a 
circular arc, the coordinates of  the peaks of  
the focal spots are located on the time axis 
τ. The concentration region contains (M – 1) 
main maxima with coordinates (τμ,νμ) located 
on the straight line ν = ετ with the angular 
coefficient ε = νμ⁄τμ where M is the number 
of  modes forming the field and is the number 
of  the focal spot. The maximum of  the first 
focal spot closest to the origin of  coordinates 
is due to the interference of  neighboring 
modes and falls on the values (τ1,ν1). The 
coordinates of  the neighboring peak caused 
by the interference of  mode numbers (m, m 
+ 2) are located at the point (τ2,ν2), etc. And 
finally, the coordinates of  the most distant 
peak, dictated by the interference of  the 
first and last modes – (τ(M – 1), ν(M – 1)). 
At points with coordinates (τμ,νμ), the (M – 
μ) main maxima are summed up. The spectral 
noise density Fn(τ,ν) is distributed over the 
entire plane (τ,ν) of  the hologram.

Under the condition 0 ,r w t∆  where r0 is the 
distance of  the source from the receiver at the 
initial time t = 0, the radial speed and distance 
are equal

02 ,  ,w rw v rµ µµ µπκ τκ= − =   (5)

( ) ( ) ( ) ( )
1 1

0 0    2 /,m m m mw rh f dh f dfµµµµ κ πκ
− −

+ +
   = =   

 (6)

− coefficients that determine the spatial and 
frequency scales of  variability of  the waveguide 
transfer function [5]. Here hmn = hm – hn, hm is 
the horizontal wave number of  the m-th mode. 
The restored source parameters, in contrast to 
their true values, are marked with a dot at the 
top. The bar above means averaging over mode 
numbers. For the first (μ = 1) and last (μ = M – 1) 
focal spots limiting the localization region of  the 
signal spectral density, relation (6) is simplified
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The spectral density of  the signal is 
concentrated in a band limited by straight lines

1 2,   ,ετ δν ν ετ δνν = + = −  (8)
where δν = 1/∆t is the half-width of  focal spots 
in the direction of  the ν axis. Outside this band, 
the spectral density of  the signal is practically 
suppressed. Along the τ axis, the half-width of  
focal spots is δτ = 1/∆f. The angular coefficients 
of  the direct location of  the maxima of  focal 
spots ε and interference fringes δf/δt are related 
by the relation
ε = –δf/δt,          (9)
where δf is the frequency shift of  the wave field 
maximum over time δt.

3. UNDISTORTED INTERFEROGRAM
The interference pattern formed by a noise 
source is characterized by frequency and time 
scales of  variability caused by the interference 
of  the mth and nth modes [5]:

( )

( )
( )

( )0 0

2 1,     .
/

mn mn
f t

mn mnr h fd dff wh
π

= Λ =Λ  (10)

The recorded interferogram and hologram 
are not distorted if  the band ∆f and observation 
time ∆t for any pair (m,n) of  modes satisfy the 
conditions

( ) ( ),      .mn mn
f tf t∆ > Λ ∆ > Λ  (11)

Inequalities (11) impose lower restrictions 
on the reception bandwidth and observation 
time depending on the distance, radial velocity 
and time-frequency scales of  variability of  
the waveguide transfer function during the 
formation of  the interferogram. An increase 
in the bandwidth and a decrease in the average 
frequency of  the spectrum causes a decrease in 
the distance at which the observed interferogram 
and hologram are not distorted. Increasing the 
observation time reduces the permissible values 
of  the radial velocity. Violation of  condition (11) 
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leads to a change in configuration and blurring 
of  focal spots, accompanied by an increase in 
the error in reconstructing source parameters 
(5). Inequalities (11) are most critical with 
respect to neighboring modes that form the first 
focal spot. If  the first (left) condition is not met, 
localization of  bands of  interfering (m,n) modes 
is not observed. A different pattern appears when 
the second (right) condition is not met, when the 
observation time is not enough for the source 
to cross the spatial scales of  the interferogram 
variability. In this case, the position of  the peak 
of  the focal spot of  such interfering modes is 
shifted to the time axis of  the hologram, so that 
in relation to them the interferogram is formed as 
if  by a stationary source. If  the interferogram is 
distorted, the source parameters (5) are restored 
with respect to the undistorted configuration of  
the focal spots.

4. ANGULAR DISTRIBUTION OF 
THE SPECTRAL DENSITY OF THE 
HOLOGRAM
The angular distribution of  the signal spectral 
density Fs(τ,ν) on the hologram (detection 
function) is described by the expression

( ) ( )
0

, ,s sG F d
τ

τ τχ χτ
∆

= ∫  (12)

where ∆τ is the linear size of  the concentration 
area along the time axis τ; χ – variable value 
of  the angular coefficient when integrating 
along straight lines ν = χτ. When the source 
approaches the receiver, 0 ≤ χ < ∞, in the case 
of  distance – –∞ < χ ≤ 0. The maximum signal 
detection function is achieved at the value χ = ε. 
For illustration in Fig. 1 shows the experimental 
results of  holographic processing of  a pneumatic 
source signal when approaching a single vector-
scalar receiver. Accumulation time ∆t = 10 min. 
Input signal-to-noise ratio (s/n) q0 = 25.5 (14.1 
dB). In Fig. 1b, the dotted line and squares 
respectively show the straight line ν = ετ, on 
which the peaks of  the focal spots are located, 
and the straight lines ν1,2 (8), limiting the spectral 

density. In Fig. 1c, the vertical dotted line marks 
the value χ = ε.

Bandwidth of  the detection function, 
according to Fig. 1c, at the level of  0.1 and 0.5 
from the maximum is ∆χ0.1 = 0.048 s–2 and ∆χ0.5 
= 0.018 s–2. The width of  the band ∆χ0.1 can be 
estimated from the condition as the difference in 
the angular coefficients of  the straight lines ν = 
χτ passing through the points (τ1, ετ1 + δν), (τ1, ετ1 
– δν), and the width of  the band ∆χ0.5 – through 
the points (τ(M – 1), ετ(M – 1) + δν), (τ(M – 1), ετ(M – 1) – 
δν). As a result we get

( )0.1 1 0.5 12 / ,  2 / . Mt tτ χ τχ −= ∆ ∆ = ∆∆  (13)

From Fig. 1b it follows that τ1 = 0.066 s-2, 
τ(M–1) = 0.22 s-2. According to (13), the bandwidth 
is ∆χ0.1 = 0.050 s-2 and ∆χ0.5 = 0.015 s-2, which is 
close to the experimental values. The bandwidth 
∆χ of  the detection function, according to (5) 
and (13), is determined by the accumulation 
time, distance, frequency scales of  variability of  
the waveguide transfer function and does not 
depend on the width of  the signal spectrum and 
the radial velocity of  the source. It decreases with 
increasing observation time ∆t, distance r0 and 
decreasing average frequency of  the spectrum f0. 
The smaller the bandwidth, the more accurate 
and reliable the estimate of  the slope ε.

5. HEURISTIC CRITERION FOR 
SOURCE DETECTION RANGE
As a heuristic criterion for the detection range 
of  a noise source, the condition is accepted that 
the maximum of  the detection function of  the 
noise implementation of  the signal against the 
background of  interference

              a                              b                             c
Fig. 1. Normalized interferogram (a), hologram (b) and 

detection function (c)[2].
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( ) ( )0 0
0

, , ,G q F q d
τ

χ τ χτ τ
∆

= ∫  (14)

in the direction χ = ε the location of  the peaks 
of  the focal spots of  the signal is two or more 
times higher than the interference level in the 
directions χ ≠ ε at the input ratio s/n q0

( ) ( )0 0, / , . q G q G qε χ=  (15)
The position of  the maximum peak is taken 

as the estimate of  ε, maxG(χ) = G(ε). In this 
case, the reconstructed estimates of  the source 
parameters (bearing, distance, radial velocity and 
depth) are close to real values [2,3]. If  condition 
(15) is not met, then interference peaks appear 
in the detection function, which increase as the 
input s/n ratio q0 decreases and mask the peak of  
the noise signal. The ambiguity in determining 
the angular coefficient ε corresponding to the 
noise signal increases, and the reliability of  
source detection decreases.

For given processing parameters 
(accumulation time ∆t, frequency range ∆f, 
duration of  noise realizations T and the interval 
between them δT) and the input ratio s/p q0, 
the maximum detection range rmax is realized 
when equality (15) is satisfied. As an example 
in Fig. 2, 3 show the results of  holographic 
processing obtained by numerical simulation 
in the transition region of  maximum detection 
distances of  a moving noise source against 
the background of  interference. Processing 
parameters: ∆f = 900-950 Hz, ∆t = 30.60 s, T = 
1.5 s, δT = 0.5 s, J = 15.30.

With the number of  time intervals J = 
15.30, according to criterion (15), the maximum 
detection ranges are estimated as rmax = 6 km 
(Fig. 2) and rmax = 9 km (Fig. 3), which correspond 
to the input ratios s/n q0 = –8.99, –12.07 dB. 
Fig. 2c and 3c show that doubling the number of  
time samples entails a halving of  the bandwidth 
∆χ0.5. With a further decrease in the input s/n 
ratio, the signal is masked by interference, and 
ambiguity arises in determining the position ε of  
the maxima of  the detection functions (Fig. 2i, 
3i). Detection of  the source at distances r = 7, 

10 km becomes impossible. Distances r = 7, 10 
km correspond to input s/p ratios q0 = –10.14, 
–12.84 dB. At the same time, from Fig. 2b,e, 3b,e 
it follows that the configuration of  the first focal 
spots is distorted, since the time coordinate of  
the position of  their peak is located on the time 
axis, i.e. for neighboring interfering modes, the 
right-hand condition (11) is violated.

By the ratio s/p q at the output of  holographic 
processing, taking into account criterion (15), we 
agree to understand the quantity

( ) ( )0 0, / , . q G q G qε χ=  (16)

             a                         b                          c

             d                         e                          i
Fig. 2. Normalized interferograms (a, d), holograms (b, d) and 
detection functions (b, i). Distances: (a − c) – r = 6 km, (d − 
i) – r = 7 km. Accumulation time ∆t = 30 s, number of  noise 

realizations J = 15 [6].

             a                         b                          c

             d                         e                          i
Fig. 3. Normalized interferograms (a, d), holograms (b, d) and 
detection functions (c, i). Distances: (a − c) – r = 9 km, (d − i) 
– r = 10 km. Accumulation time ∆t = 60 s, number of  noise 

realizations J = 30 [6].
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Then, assuming that the frequency shifts 
of  the interference maxima of  the wave field 
accumulate coherently, and the interference 
incoherently, expression (16) takes the form
q = Jq0.        (17)

For a fixed value of  temporary noise 
realizations J, the maximum detection range 
rmax of  a noise source, according to (15), (16), 
is determined by the implicit expression
2 = Jq0(rmax),        (18)
where the value q0(rmax) is determined by the law 
of  decay of  the average noise emission power 
of  the source with distance and interference 
level. Thus, for a fixed accumulation time ∆t, the 
maximum detection range rlim is achieved with 
a minimum duration Tmin of  the noise signal, i.e. 
at maximum J value.

6. MAXIMUM DETECTION RANGE
We will estimate the minimum duration of  the 
noise signal from the representation of  the 
signal using frequency samples of  the waveguide 
transfer function. In this case, it is sufficient 
to limit ourselves to considering the smallest 
frequency scale of  field variability caused by 
interference between extreme modes.

In accordance with (10), the smallest 
frequency scale in the vicinity of  the frequency 
f0 at a distance r between the source and receiver

( )1 0

min .
/

2
f

Mr dh f df
π

Λ =  (19)

The period of  signal variability is determined 
by independent values of  the transfer function 
at five points. The frequency interval δf between 
two samples should not exceed the value 1/T, 
δf ≤ 1/T, where T is the duration of  the noise 
signal, therefore value (19) is also equal to
min 5 5 / .f f TδΛ = =  (20)

From (19), (20) it follows that the duration 
of  the noise implementation must satisfy the 
inequality

( )min 1 0
5 / ,

2 MT T r dh f df
π

≥ =  (21)

so that with increasing distance r and decreasing 
average frequency f0 of  the spectrum, the 
minimum time for recording a noise signal 
increases.

As a result, the admissible number of  
independent time noise realizations (1) is 
estimated from above as

( ) ( ) ( )ma
1 0

x 5 / 2 1/
.

/M

tJ J
r dh dff fπ

∆
≤ =

+ ∆
 (22)

By choosing the spectrum width ∆f it is almost 
always possible to ensure that the condition is 
satisfied

( )max
1 0

2 .
5 /M

t
r d f

J
fh d

π ∆
≈  (23)

If  the registration duration T is less than Tmin 
(21), this leads to distortions in the reconstruction 
of  the signal spectrum, which entails an increase 
in the error in determining the position of  the 
focal spot maxima and, as a consequence, an 
increase in the error in estimating the distance 
and radial velocity of  the source. For the input 
ratio s/n q0 (rlim) for the maximum detection 
range of  a noise source, according to (18) and 
(23), we obtain an implicit estimate.

( ) ( )lim 0 lim
1 0

,
10 /
2

M

t qr r
dh dff

π ∆
=  (24)

A characteristic feature of  relation (24) for 
the maximum range rlim of  a noise source is the 
fact that it includes parameters of  the waveguide 
transfer function, the physical content of  which 
varies depending on the water area. Recall that 
expression (24) relates the maximum detection 
range to the input ratio of  a single receiver.

Let us generalize estimate (24) to linear 
antennas. Let us assume that the interference 
at the input of  the antenna elements is not 
correlated. To satisfy this condition, it is sufficient 
to require the inequality d ≥ λ/2, where d and 
λ are the interelement distance and wavelength. 
Then expression (24) takes the form

( ) ( ) ( ) ( )limlim 0
1 0

2 ,
10 /an an

M

tr q r
b dh f df

π η ∆
=  (25)
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where η and b are the gain and the number of  
antenna elements, q0(an) is the s/n ratio at the 
input of  a single antenna element [7]. In the case 
of  a horizontal linear antenna, the maximum 
noise immunity of  holographic processing is 
achieved at a bearing equal to the compensation 
angle, with η = b2. For a vertical antenna η ≈ b2. 
If  we set b = 1, then formula (25) becomes the 
corresponding formula for a single receiver.

An algorithm for implementing holographic 
processing parameters at the maximum detection 
range using the example of  a single receiver is 
presented below.

1. An a priori model of  the waveguide is 
introduced. The maximum detection range rlim 
is set and the processing parameters are selected: 
accumulation time ∆t, bandwidth ∆f and average 
spectrum frequency f0. The level of  interference 
is fixed. The dependence of  the power of  the 
noise source on the distance r is modeled.

2. Based on the dependence (r) for the 
maximum detection range rlim, the input ratio 
s/n is calculated.

3. From expression (24) the value |(dh1M(f0))/
df| is found, which determines the minimum 
duration of  the noise implementation Tmin.

4. According to (21), assuming r = rlim, the 
minimum duration Tmin of  the noise signal is 
determined.

The described algorithm does not require 
prior knowledge of  the number of  energy-
carrying modes that form the field at the 
maximum distance. Therefore, it is applicable 
to both model and real waveguides. Let us 
consider the fruitfulness of  the algorithm using 
the example of  a numerical experiment [6]. 
Initial data: ∆f = 50 Hz, f0 = 925 Hz, ∆t = 30 
s, = –61.01 dB, rlim = 15 km. Dependence (r) is 
shown in Fig. 2 [6], from which it follows that 
q0(rlim) = 2.87·10-2 (–15.42) dB. According to (24) 
we have |(dh1M(f0))/df| = 3.61·10-5 s/m. Using 
(21), we obtain the estimate Tmin = 4.31·10-1 s. 
Note that expression (23) is justified, since the 
inequality Tmin » (1/∆f) is satisfied.

7. CONCLUSION
The fruitfulness of  the holographic method 
for detecting and localizing underwater noise 
sources stems from the extreme ease with 
which the two-dimensional Fourier transform 
performs the rather complex and intricate linear 
transformation required to image the source. 
This simplicity is determined mainly by the fact 
that the interferogram of  a noise signal against 
the background of  interference is represented 
as a linear combination of  interferograms of  
the signal and interference, on the one hand, 
and the preservation of  amplitude and phase 
information, on the other.

In this case, a very important role is played 
by the detection function, which determines 
the time-frequency focusing of  the noise signal, 
which makes it possible to explicitly determine 
the maximum detection range of  the source 
depending on the processing parameters and 
the input signal-to-noise ratio. The expression 
for the maximum detection range is obtained 
in relation to a single receiver and linear 
antennas. The algorithm for determining the 
maximum detection range was tested in a 
numerical experiment using a single receiver as 
an example.
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1. INTRODUCTION
The safety of  the operation of  oil-producing 
facilities and shipping in the Arctic regions 
is affected by loads when interacting with 
hummocks. To obtain design estimates of  
ice loads on engineering structures, it is 
necessary to conduct a morphometric analysis 
of  the characteristics of  such ice formations. 
Ice ridges formed as a result of  compression 

of  the ice sheet are called a hummock, while 
the surface part of  the hummock is called a 
sail, and the underwater part is called a keel. 
For example, [1-2] provide information on 
the morphometry and internal structure of  
the hummock of  the first year of  formation 
using electrothermal drilling in the Barneo 
ice camp. At the same time, it is customary 
to use sonar approaches to study the lower 
part of  the hummocks [3]. A large set of  
statistical data on ice sediment and keel depth 
collected by upward-pointing sonars is given 
in [4] for five locations in the Barents Sea. 
Another morphometric analysis of  the keel 
of  hummocks of  the first year of  formation 
using sonar has performed in [5], where it 
has assumed that the best generalization of  

INFORMATION TECHNOLOGIES
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the shape of  the ridges of  the first year is 
the trapezoidal shape of  the keel. In [6] the 
keels of  hummocks have been monitored 
using sonar located on the bridge in the 
Northumberland Strait. The shape of  the 
keels has been classified as one of  four 
shapes: triangular, trapezoidal, w-shaped 
and keels with multiple peaks. The observed 
distributions of  keel depth values have been 
compared with the calculated ones. In [7] the 
ice sheet and the ice ridge are modeled as 
thin elastic plates to consider the interaction 
of  waves with the round body trapped by a 
thin layer of  sea ice, an analytical analysis of  
the impact of  waves on a circular ice ridge 
embedded in the ice sheet is conducted. In 
[8-9] the probabilistic method based on the 
search for the relationship between the levels 
of  ice precipitation, the sediment of  the 
keel of  the hummock and the frequency of  
ridge formation is proposed to assess the 
loads transmitted to offshore structures. 
The analysis of  seasonal data obtained with 
the help of  sonar in the Beaufort Sea on the 
levels of  ice precipitation, the keel of  the 
ice ridge, the frequency of  ridge formation 
allowed us to obtain probabilistic analytical 
approaches for modeling the age of  the ridge, 
determining the formula for the growth of  the 
consolidated layer and studying its thickness. 
Based on a field experiment on strengthening 
the artificial ice ridge in [10] analytical and 
two-dimensional discrete numerical modeling 
approaches have been obtained to predict 
the thickness of  the consolidated layer in the 
probabilistic analysis of  the impact of  ice 
on structures that require information about 
meteorological conditions and general physical 
and mechanical properties of  ice as input data. 
At the same time, numerical modeling of  the 
ice level and ridge consolidation has been 
performed using the finite element method, 
and the position of  the ice-water boundary 
has been determined from the Stefan energy 
balance condition.

In [11] to study the structure of  ice ridges of  
various configurations, the grid-characteristic 
method is used on structured regular 
computational meshes and the comparative 
analysis of  the seismograms obtained using 
full-wave modeling is conducted. To solve the 
equations of  mathematical physics, chimeric 
or overlapping computational meshes have 
recently been used, which are previously 
used to solve hydrodynamic problems [12-
13]. The grid-characteristic method using 
chimeric meshes makes it possible to describe 
the boundaries of  a complex shape [14-
15], including contact [16] or non-aligned 
with coordinate axes [17-19]. In this paper 
to describe curved cavities filled with air or 
water, the grid-characteristic method is used 
with chimeric regular computational meshes.

2. MODELS AND METHODS
For numerical simulation of  the problem of  
wave signal propagation in the hummock systems 
of  equations for an isotropic linear elastic 
medium and for an acoustic medium are jointly 
considered, which in general can be reduced to 
the following system of  equations:

1 2 0,
t x y

∂ ∂ ∂
+ + =

∂ ∂ ∂
u u uA A  (1)

where in (1) u – vector of  the unknown functions.
In the case of  the linear elastic medium, 

the vector of  the unknown functions are 
considered ( , , , , ) ,T

x y xx yy xyv v σ σ σ=u  that 
is the components of  the perturbation 
propagation velocity v and the components 
of  the symmetric Cauchy stress tensor σ. 
Matrices A1, A2  have the set of  eigenvalues 
{ }, , , ,0 ,P P s sc c c c− −  where cp –  the velocity of  
propagation of  longitudinal waves, cs –  the 
velocity of  propagation of  transverse waves.

In the case of  the acoustic medium 
the unknown functions are ( , , ) ,T

x yv v p=u  
that is the components of  the perturbation 
propagation velocity v and pressure p. Matrices   
have the set of  eigenvalues { }, ,0 .P Pc c−
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Thus, the systems of  equations (1), describing 
a linearly elastic body and an acoustic medium 
are hyperbolic, which means that in both cases 
the matrices A1, A2 can be represented as
 A = ΩΛΩ-1,
where the matrix Ω consists of  columns that 
are the right eigenvectors of  the original matrix, 
which, in turn, correspond to the eigenvalues, 
which are elements of  the diagonal matrix Λ. 
Splitting the system (1) in spatial directions, we 
proceed to the Riemann invariants ωΩ-1u, which 
are transferred according to the characteristics of  
the hyperbolic system, we obtain the hyperbolic 
system from linear transfer equations with 
constant coefficients in Riemann invariants

0.
t x

∂ ∂
+ =

∂ ∂
ω ω

Λ  (2)

The system in Riemann invariants (2) on the 
upper layer in time can be numerically integrated 
using finite-difference schemes, for example, 
using the Rusanov scheme of  the third order in 
time and space [16], used in calculations in this 
paper. To move to the components v and σ or v 
and p respectively on the upper layer in time after 
calculating the Riemann invariants, the inverse 
transformation is used u = Ωω.

The basic model of  the ice ridge is shown in 
Fig. 1, where the red cross section schematically 
shows the calculated area when considering the 
lower part of  the keel of  the hummock. Fig. 2a 
and Fig. 2b show the calculated areas of  16 by 
16 meters, in which seismic responses from 
cavities and pores filled with air or water are 
studied for the case of  specifying the source in 
the consolidated layer of  the hummock and in 

the seawater, when considering the lower part of  
the keel, respectively. The characteristics of  the 
media are given in Table 1. It is worth noting 
that by changing the corresponding parameters 
of  the medium (velocity, density), ice formations 
with different salinity and temperature conditions 
can be considered.

At the boundaries of  the ice-air interface the 
conditions of  the free border were set
 σ·n = 0,
where n – normal to the corresponding boundary.

At the interface of  the ice-water media (1 
and 2 media respectively) the following contact 
condition was set:
 v1·n = v2·n,
 σ1·n + p·n = 0,
here n – normal to the boundary of  the 
contacting medium 1.

Non-reflecting boundary conditions are 
used at the boundaries of  the computational 
domain in Fig. 2. The Riker impulse with the 
frequency of  25 kHz was used as the initial 
perturbation, the source location is marked in 
Fig. 2 with a red cross.

In the calculation the integration areas in 
Fig. 2 were covered with background rectangular 
computational grids and curved chimeric meshes 
with the characteristic spatial step of  10-2 m, the 
integration step in time was 2.54·10-7 s. The Fig. 1. The basic model of  the ice ridge (hummock).

                 a                                         b
Fig. 2. The cross section of  the ice ridge with cavities filled with 
air (gray areas) or water (blue areas): a – in the consolidated 

layer, b – in the lower part of  the keel.
Table 1

Parameters of simulated media
medium Velocity P-wave, m/s Velocity S-wave, m/s Density, kg/m3

Ice 3940 2493 917

Water 1500 – 1000
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example of  the location of  the background and 
overlapped meshes for cavities filled with air 
and water is shown in Fig. 3. The nodes of  the 
background mesh contain information about 
the parameters of  the medium, so in Fig. 3a ice 
is highlighted in gray, water is highlighted in blue. 
At the same time, to describe the cavities in the 
boundary region, the calculation was performed 
using overlapped meshes according to Fig. 3b, 
which, considering the boundary conditions and 
the mutual interpolation algorithm [18], allows 
correctly calculate the wave signal propagation 
through water pores and does not consider the 
areas filled with air in the calculation.

3. RESULTS AND DISCUSSION
Fig. 4 and Fig. 5 show the results of  full-wave 
modeling of  the propagation of  perturbation 
and wave responses from the cavities under 

consideration at various points in time when 
considering the computational domain in the 
consolidated layer of  the hummock and the 
lower part of  its keel, respectively.

In Fig. 4a the first response is formed 
from a cavity filled with air, in Fig. 4b the 
initial impulse is reflected from the pore filled 
with water, while part of  the wavefront passes 
through the pore. Fig. 4c and Fig. 4d show 
the complex system of  reflections from all 
remaining pores and cavities.

In Fig. 5a the first reflections occur from 
the keel of  the hummock itself  and the first 
cavity in the future, new reflected signals from 
other cavities are formed, incoming from the 
ice surface of  the keel into the water in Fig. 
5b and Fig. 5c, and in Fig. 5d the original signal 
completely passes the thickness of  the keel.

4. CONCLUSION
Using the grid-characteristic method on 
structured rectangular and chimeric regular 
computational meshes, the direct problem 
of  the passage of  the ultrasonic signal along 

                 a                                         b
Fig. 3. The example of  the configuration of  computational 

meshes: a – background mesh, b – chimeric meshes.

                 a                                         b

                 c                                         d
Fig. 4. Propagation of  wave responses from the system of  
cavities in a slice located in the consolidated layer: a – 0.014 s, 

b – 0.021 s, c – 0.027 s, d – 0.034 s.

                 a                                         b

                 c                                         d
Fig. 5. Propagation of  wave responses from a system of  
cavities in the slice located in the lower part of  the keel: 

а – 0.030 s, b – 0.045 s, c – 0.060 s, d –0.075 s.
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the hummock is solved and the results of  
full-wave modeling of  the velocity vector 
at various points in time are obtained. The 
proposed approach allows consider the 
complex geometry and structure, porosity of  
the ice ridge. The obtained algorithms and 
models can be used to obtain and analyse 
synthetic seismograms, which can be used 
to determine a number of  morphometric 
parameters of  the hummock, when solving 
the inverse problem.
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1. INTRODUCTION
The integration of  satellite communications and 
wireless terrestrial networks is actively discussed in 
the context of  systems using 5G NR. In fact, the 
benefits of  including spacecraft in 5G networks is to 
provide ubiquitous coverage. Compatibility between 
different radio access interfaces has been studied in 
3GPP since the release of  3GPP TS 38.300 version 
16.

A number of  considered works (Cassiau N., 
2018; Völk F., 2021; Saarnisaari H., 2021; Dahlman 
E., 2020; Saarnisaari, 2020) are devoted to reviewing 
the latest developments in the field of  random access 
methods and the physical layer to support satellite 
communications in 5G networks, as well as testing 
some solutions.
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The main problems for 5 GR in the space 
communication channel are a large signal propagation 
delay, greater signal attenuation and Doppler shift 
in satellite channels relative to ground channels. 
The distance between the subscriber device and the 
base station located on the spacecraft in the SCS 
can range from 500 km for satellites in Low Earth 
Orbit (LEO) to 36000 km in Geostationary Earth 
Orbit (GEO) [6 (Saarnisaari H., 2019)]. These values 
exceed the maximum distance in 5G NR of  300 km. 
This leads to the fact that the round-trip time (RTT), 
i.e. the signal propagation time from the UE to the 
SC and back, ranges from 4 ms for LEO satellites 
and up to several hundred ms for GEO satellites [7 
(Saarnisaari H., 2019)]. The satellites move at a speed 
of  7200 km/s, which leads to a carrier frequency 
shift of  more than 720 kHz at a frequency of  30 
GHz [8 (2017)]. In this regard, 3GPP presented 
the concept of  non-terrestrial networks (NTN), in 
which it is planned to use air or spacecraft for data 
transmission. 

Also, 3GPP has investigated implementation 
features and possible network architecture options 
[8 (2017)]. Until now, terrestrial and satellite 
systems have been developed independently of  
each other, and their interaction has only been 
possible through gateway solutions. For example, 
satellite systems are already supported in 4G 
systems, but with limited compatibility. However, 
as of  2018, the integration of  these systems has 
begun and must be done at all levels. Currently, 
the key technologies introduced in 5G NR are 
still in the process of  being integrated. One of  
the integration goals is to enable 5G NR to be 
used in satellite systems. This article considers 
the following channels and signals in the 5G NR 
downlink: Physical Downlink Shared Channel 
(PDSCH) is designed to transfer user data from 
the gNB to the UE; Physical Downlink Control 
Channel (PDCCH) is designed to transmit 
control and service information, including DCI; 
Synchronisation Signal Block (SSB) includes 
Primary Synchronization Signal (PSS), Secondary 
Synchronization Signal (SSS) and Physical 
Broadcast Channel (PBCH); Channel Status 
Information Reference Signals (CSI-RS). This 
article considers the following channels and signals 
in the downlink: Physical Uplink Shared Channel 
(PUSCH), Physical Uplink Control Channel 

(PUCCH) and Physical Random-Access Channel 
(PRACH). Evaluation of  system throughput and 
spectral efficiency is necessary to determine the 
capabilities of  5G NR in a satellite transmission 
channel.

2. MATHEMATICAL MODELING
To assess the applicability of  5G NR, it is necessary 
to implement downlink and uplink simulation models 
for satellite networks using the 5G NR physical layer 
protocol. The satellite link must be implemented 
using the QuaDRiGa model, which considers: signal 
propagation delay, attenuation, Doppler frequency 
shift, multipath signal propagation. models for the 
formation and processing of  the above-described 
5G NR channels and signals.

Evaluation of  the performance of  the radio 
interface for downlink and uplink data transmission 
lines should consider different values of  the radio 
interface parameters: channel bandwidth, signal 
carrier frequency, numerology, transmission power, 
signal-code design index (QAM modulation index 
and error-correcting coding speed), etc.

As a result of  simulation modeling, the noise 
immunity characteristics of  signals generated 
according to the 5G NR radio communication 
standard in terms of  the physical layer and used in 
satellite networks of  broadband multi-user access Ku 
and Ka bands should be obtained. The developed 
model should be divided into 3 functional parts: the 
data transmission model in the downlink, the data 
transmission model in the uplink and the satellite 
link model. For all models, the overall execution 
structure must follow the sequence of  the following 
steps:
1. Entering input parameters by the user;
2. Signal shaping and distribution in the frequency-

time resource (FVR);
3. Calculation of  the parameters of  the satellite 

communication line according to the trajectory 
of  the satellite in orbit in the QuaDRiGa model;

4. Performing a given number of  iterations;
4.1. Modeling the passage of  a signal through a 
channel:
4.1.1. Formation of  a vector with noise;
4.1.2. Convolution of  the transmitted signal with 
the impulse response (IR) of  the channel;
4.1.3. Doppler shift of  the frequency of  the 
transmitted signal;
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4.1.4. AWGN overlay on the signal in the 
transmission channel;
4.2. Calculation of  SNR at the input of  the 
receiver;
4.3. Reception and decoding of  the signal. 
Estimation of  the required parameters;
4.4. Calculation of  BLER;
4.5. Return to point 4.

2.1. mathematical models of physical 
channels and siGnals

Fig. 1 shows the structure diagram of  the function 
block of  the synchronisation signal transmission 
simulation model. The task of  the model is to 
estimate the probability of  correct decoding of  the 
physical identifier of  the cell (Cell ID), which is 
contained in PSS and SSS, as well as the estimation 
of  Block Error Rate (BLER) in the PBCH channel. 
Formation and processing of  signals is carried out 
with the help of  scripts from MATLAB library, the 
internal parameters of  which are pre-set for the used 
system configuration.

The model provides for time and frequency 
synchronization by PSS and SSS, along with an 
estimate of  the synchronization error. Tables  1 and 2 
show the input and output parameters of  the SSB 
transmission and processing model.

Fig. 2 shows the structure diagram of  the 
functional block of  the CSI-RS transmission and 
processing simulation model. The task of  the model 
is to estimate the probability of  correct detection of  
the NID identifier, which is transmitted to CSI-RS. 
Formation and processing of  signals is carried out 
with the help of  scripts from MATLAB library, the 
internal parameters of  which are pre-set for the used 
system configuration.

Tables 3 and 4 show the input and output 
parameters of  the CSI-RS transmission and 
processing model.

INFORMATION TECHNOLOGIES

Fig. 1. Structure diagram of  the SSB transmission and 
processing model.

Table 1
Input parameters of SSB transmission

and processing model
Input parameters Description

Fc Carrier frequency, Hz

H Orbital altitude, km

G Gain of the receiving antenna, dB

Tsat Index of a point on the satellite trajectory

ItN Number of simulation iterations

SSC Distance between subcarriers, Hz

Tn Noise temperature, K

Table 2
Output parameters of SSB transmission

and processing model
Output parameters Description

freqOffset Frequency offset estimation, Hz

FreqEstimateError Error of frequency offset estimation, Hz

pbchErrorProb Probability of PBCH decoding error

CellIDDecodeProb Probability of correct detection of PSS and SSS

SNR Signal-to-noise ratio, dB

Fig. 2. Structure diagram of  the SSB transmission and 
processing model.

Table 3
Input parameters of CSI-RS  transmission

and processing model
Input parameters Description

Fc Carrier frequency, Hz

H Orbital altitude, km

G Gain of the receiving antenna, dB

Tsat Index of a point on the satellite trajectory

ItN Number of simulation iterations

Nrb Number of resource blocks

Tn Noise temperature, K

APPLICATION OF THE 5D NR PHYSICAL LAYER IN SPACE 
COMMUNICATIONS, PERFORMANCE EVALUTION
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In 5G NR, the PDCCH carries the downlink 
control information. DCI messages are transmitted 
on the PDCCH channel for each subscriber 
device. The user receives the information 
needed to decode the broadcast channel and 
mapping useful information into the PUSCH. 
PDCCH has two key features when forming: 
1) a resource range is used for transmitting 
DCI (CORESET control resource set); 2) blind 
decoding of  PDCCH on the subscriber side. The 
subscriber should detect the DCI by tracking the 
CORESET at the designated time for monitoring 
(Monitoring Occasion). This process is realised 
by performing blind decoding. Fig. 3 shows the 
structural diagram of  the PDCCH transmission 
and processing model. Tables 5 and 6 show the 
input and output parameters of  the PDCCH 
transmission and processing model.

Fig. 4 shows the structural diagram of  the 
PDSCH transmission and processing model. This 
model is required to estimate BLER in PDSCH. 
The input parameters and measured values of  the 
PDSCH transmission and processing model are the 
same as in PDCCH and are shown in Tables 5 and 6.
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Table 4
Output parameters of CSI-RS transmission

and processing model
Output parameters Description

DetectProbt Probability of correct detection of CSI-RS 
parameters

SNR Signal-to-noise ratio, dB

Fig. 3. Structural diagram of  PDCCH transmission and 
processing.

Table 5
Input parameters of PDCCH  transmission

and processing model
Input parameters Description

Fc Carrier frequency, Hz

H Orbital altitude, km

G Gain of the receiving antenna, dB

Tsat Index of a point on the satellite trajectory

ItN Number of simulation iterations

Nrb Number of resource blocks

Tn Noise temperature, K

CodeRate Speed of noise-resistant coding

dModulation Type of modulation

Table 6
Output parameters of PDCCH transmission

and processing model
Output parameters Description

ErrorProbt Probability of a block error

SNR Signal-to-noise ratio, dB

Fig. 4. Structure diagram of  the PDSCH transmission and 
processing model. Channels and signals in the uplink.

Fig. 5 shows the structural diagram of  the 
PRACH transmission and processing model. When 
forming a PRACH channel on the transmit side, 
a pseudo-random sequence index (PRS) must be 
selected from the available PRS bank. The task 
of  the receiving side is to detect the PRACH and 
determine the index of  the transmitted PRS using 
correlation processing. The input parameters and 
measured quantities of  the PRACH transmission 
and processing model are the same as in the CSI-RS 
model and are shown in Tables 3 and 4. 
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PUCCH is a physical uplink channel that carries 
User Control Information (UCI). Just as DCI is 
transmitted to PDCCH, UCI is transmitted to 
PUCCH. The difference between DCI and UCI is 
that UCI can be transmitted not only to PUCCH, 
but also to PUSCH depending on the situation, 
whereas DCI can only be transmitted to PDCCH. 
Table 7 shows the five existing different PUCCH 
formats, the choice of  these formats is justified by 
the number of  bits of  information to be transmitted 
and the length of  the symbol. The number of  UCI 
bits is the first criterion for format selection. Two 
groups can be distinguished for this criterion, as can 
be seen in Table 7. If  the UCI bits are equal to or 
less than 2, the formats 0 or 1 can be used. If  there 
are more than 2 bits, you can use formats 2, 3, 4. 
The next selection criterion is the ability to multiplex 
the user into the same PRB. Formats 0,1,4 allow 
multiplexing and formats 2,3 do not.

Fig. 6 shows the structural diagram of  the 
PUCCH transmission and processing model. The 
input parameters and measured quantities of  the 
PUCCH transmission and processing model are the 
same as in the PDCCH channel and are shown in 
Tables 5 and 6.

INFORMATION TECHNOLOGIES

Fig. 5. Structural diagram of  the PRACH transmission 
and processing model.

Table 7
PUCCH formats

Format Character 
length

Number of 
bits

Description 
(ts 38.300-5.3.3)

Format 0 1~2 ≤ 2 Short PUCCH

Format 1 4~14 ≤ 2 Long PUCCH. DMRS

Format 2 1~2 > 2 Short PUCCH

Format 3 4~14 > 2 Long PUCCH. DMRS

Format 4 4~14 > 2 Long PUCCH. DMRS

Fig. 6. Structural diagram of  the PUCCH transmission 
and processing model.

Fig. 7. Structure diagram of  the PUSCH transmission and 
processing model.

Fig. 7 shows the structural diagram of  the 
PUSCH channel transmission and processing model. 
The probability of  a block error of  this channel is 
calculated at the output of  the model. The input 
parameters and measured quantities of  the PUSCH 
transmission and processing model are the same as 
in the PDCCH channel and are shown in Tables 5 
and 6.
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2.2. satellite transmission channel

The channel characteristics were calculated in 
the universal channel matrix generator of  the 
QuaDRiGa model, which provides support for 
Earth-SC scenarios. QuaDRiGa is a model to 
simulate radio channels under different radio 
propagation conditions and their configurations. 
In the framework of  the study, the model is used 
to obtain channel matrices ≤ close to reality. The 
model is also used to calculate the signal attenuation 
in the satellite propagation channel SC-UE, in the 
case where the UE is located on the Earth's surface. 
QuaDRiGa is based on models such as WINNER 
and SCM, with extended functionality that allows 
modelling dynamic scenarios. All features of  the 
QuaDRiGa model are described in [9 (QuaDRiGa: 
The Next Generation Radio Channel Model)]. 
Unlike the classical approach, the model does not 
use a geometric representation of  the environment, 
but distributes the positions of  scattering clusters 
randomly.

QuaDRiGa is implemented in MATLAB using 
object-oriented programming. The user interface is 
built on classes that can be manipulated. Each class 
contains parameters for storing data and methods 
for managing data. The following QuaDRiGa classes 
and methods were used to define the scenario:
• "qd_track" describes the trajectories of  the 

transmitting and receiving terminals and the 
nature of  the speed change and the scenario of  
radio wave propagation.

• "qd_arrayant" combines all the functions needed 
to describe the antenna configuration.

• "qd_layout" combines user trajectories and 
antenna properties into a common object.

• "qd_channel" contains the final channel 
coefficients for each described path segment. It 
can form a matrix of  channel coefficients both 
in the time domain and in the frequency domain.

Table 8 shows the input parameters of  the model.

The static scenario was used to calculate the 
attenuation and channel matrix for a certain position 
of  the satellite in orbit relative to the ground terminal. 
The position of  the satellite was determined by 
the orbital altitude, azimuth and angle of  position 
relative to a ground terminal located at a specific 
latitude. The set_satellite_pos method was used 
to recalculate coordinates to Cartesian system. The 
orientation of  the antenna in space and its direction 
was set by the parameters specified in the track.
orientation object. These parameters were set in 
such a way that both the receiving and transmitting 
antenna were always pointed towards each other at 
all discrete points of  the satellite position during 
the calculation. The qd_arrayant class was used 
to set the types and parameters of  antennas on 
the receiving and transmitting sides. A 3 metre 
radius parabolic antenna with Left-Handed Circular 
Polarization (LHCP) was specified for the satellite. 
The receiving ground terminal was set in the form 
of  a patch antenna with vertical polarization and an 
opening angle of  90° in azimuth and elevation angle.

QuaDRiGa_NTN_Urban_LOS was chosen as 
the radio wave propagation scenario. QuaDRiGa_
NTN_Urban_LOS corresponds to the case 
where the ground terminal is located in an urban 
environment and there is a line of  sight between 
the satellite and the term. Full descriptions of  the 
scenarios for satellites are given in 3GPP TR 38.811. 
Channel matrices and attenuations were calculated 
in the qd_channel class based on the given satellite 
positions, ground terminal and signal frequency. 
The rest of  the parameters were taken as defaults. 
Table 9 shows the output parameters of  the model.

After creating a scenario and adding a satellite 
and a ground station to it, the following calculations 
are performed:

1) The presence of  a satellite in the visibility of  
the ground station is determined, all subsequent 
calculations are performed only if  this condition is 
met;
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Table 8
Input parameters of the signal attenuation calculation 

model and channel matrices
Input 

parameters
Description

az Azimuth of the satellite relative to the ground station, deg

el Satellite position angle relative to the ground station, deg

orbit The height of the satellite's orbit above ground level, km

fe Signal frequency, Hz

Table 9
Output parameters of the signal attenuation calculation 

model and channel matrices
Output 

parameters
Description

attenuation Signal attenuation, dB

h_channel Samples of the impulse response of the satellite 
transmission channel

beam_delay Beam delays, s
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2) The azimuth, elevation angle and distance 
of  the satellite relative to the ground station are 
calculated;

3) Using the value of  the distance from the 
ground station to the satellite, the delay is calculated; 

4) Calculate the satellite acceleration relative 
to the local coordinate system: north, east, down 
(North, East, Down, NED);

5) Using the value of  the azimuth and elevation 
angle, the direction of  the location of  the ground 
station in relation to the satellite is calculated;

6) Using the direction and acceleration of  the 
satellite relative to NED, its acceleration along the 
link between the satellite and the ground station is 
calculated;

7) Using the acceleration relative to the ground 
station, the frequency offset due to the Doppler 
effect is calculated;

8) With the help of  the developed simulation 
model, a model study and assessment of  the main 
characteristics of  the system were carried out.

3. RESEARCH RESULTS
This research assumes successful synchronization 
between the UE and the satellite. Therefore, here 
we present the results of  studying the probability 
of  correct reception of  the described channels and 
signals under satellite channel conditions. We also 
present the results of  calculating the performance 
of  the system under given conditions.
3.1 simulation results and evaluation of 
system performance

The simulation study and evaluation of  the main 
characteristics of  the system has been carried out 
using the developed simulation model. Table 10 
shows the main parameters of  the system, namely the 
carrier frequency f0, the signal band B, the distance 

between the subcarriers ∆f, the height of  the orbit 
H, the noise temperature Tn, the effective isotropic 
radiated power (EIRP) Pf.

Estimation of  the probability of  correct decoding of  
PRACH. Table 11 shows the system configuration 
parameters.

Fig. 8 shows the dependence of  the 
probability of  correct decoding of  the PRACH 
signal parameters depending on the SNR in the 
satellite communication line. It is assumed that the 
subscriber station eliminates the frequency offset and 
performs frequency synchronisation. The frequency 
synchronization error was introduced intentionally 
for the reliability of  the results when transmitting 
both PRACH and other channels. The variance of  
the error depends on the SNR. Table 12 shows 
the numerical values of  the probability of  correct 
decoding of  the parameters of  the PRACH signal 
depending on the SNR. Fig. 9 shows the location 
of  the PRACH in the frequency-time resource. 
Confident reception and decoding of  PRACH is 
provided at SNR higher than -5 dB. The bandwidth 
of  the system does not affect the result of  PRACH 
processing.

INFORMATION TECHNOLOGIES

Table 10
The main parameters of the simulated system
Parameter Downlink Uplink

f0, GHz 12.6/20.1 14.45/29.95

Duplex FDD FDD

B, MHz 50, 100, 200 50, 100

∆f, kHz 120, 240 (for SSB) 120

H, km 500, 1000 500, 1000

Tn, K 600 800

Pf, dBW/Hz -51 (500 km)
-45 (1000 km)

-48

Gain of the receiving 
antenna, dBi

29 26

Table 11
System configuration for PRACH decoding

Parameter Value

H, km 500

f0,GHz 14.45

B, MHz 100

∆f, kHz 120

ItN 50

Pf, dBW/H -58...-78

Fig. 8. Dependence of  the probability of  correct PRACH 
decoding on SNR.

APPLICATION OF THE 5D NR PHYSICAL LAYER IN SPACE 
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Estimation of  the probability of  correct decoding of  
CSI-RS. Table 13 shows the system configuration 
parameters.

Fig. 10 shows the dependence of  the probability 
of  correct decoding of  the CSI-RS signal parameters 
depending on the SNR in the satellite communication 
line. Fig. 11 shows the location of  the CSI-RS in the 
frequency-time resource.

Table 14 shows the numerical values of  the 
probability of  correct decoding of  the CSI-RS 
signal parameters depending on the SNR. It can be 
seen that when the SNR is above –4 dB, confident 
signal processing is provided. During the simulation, 

a single subframe containing a CSI-RS signal was 
transmitted via a satellite communication line.
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Fig. 9. PRACH location in the frequency-time resource of  
the subframe.

Table 12
Numerical values of the probability of correct decoding PRACH

P 0 0 0 0.02 0.04 0.08 0.17 0.32 0.47

W, dB -19.49 --18.49 -17.49 -16.49 -15.49 -14.49 -13.49 -12.49 -11.49

P 0.68 0.90 0.94 0.96 0.99 1 1 1 1

W, dB -10.49 -9.49 -8.49 -7.49 -6.49 -5.49 -4.49 -3.49 -2.49

P 1 1 1 - - - - - -

W, dB -1.49 -0.49 -0.59 - - - - - -

Fig. 10. Dependence of  probability of  correct synchronisation 
on SNR.

Fig. 11. Location of  CSI-RS in the frequency-time resource 
of  the subframe.

Table 11
System configuration for CSI-RS decoding

Parameter Value

H, km 1000

f0,GHz 12.6

B, MHz 50

∆f, kHz 120

ItN 100

Pf, dBW/H -51...-75
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Estimation of  block error probability in PDCCH and 
PUCCH. Table 15 shows the system configuration 
parameters. And Fig. 12 shows the dependence of  
the PDCCH channel BLER depending on the SNR 
in the satellite communication line

Fig. 14 shows the dependence of  the PUCCH 
channel BLER depending on the SNR in the satellite 
communication line. Table 17 shows the numerical 
values of  the probability of  correct decoding of  the 
parameters of  the PUCCH signal depending on the 
SNR.
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Table 15
System configuration for CSI-RS decoding

Parameter Value

PDCCH PUCCH

H, km 1000 500

f0,GHz 12.6 14.45

B, MHz 50 50

∆f, kHz 120 120

ItN 100 300

Pf, dBW/H -51...-75 -43...-63

Table 14
Numerical values of the probability of correct decoding CSI-RS

P 0 0 0 0.02 0.04 0.08 0.16 0.31 0.46

W, dB -15.97 -14.97 -13.97 -12.97 -11.97 -10.97 -9.97 -8.97 -7.97

P 0.65 0.80 0.96 0.99 1 1 1 - -

W, dB -6.97 -5.97 -4.97 -3.97 -2.97 -1.97 -0.97 - --

Fig. 12. Dependence of  BLER on SNR in the PDCCH.

Table 16
Numerical values of BLER PDCCH

BLER 1 1 1 1 1 1 0.98 0.94 0.61

W, dB -4.95 -3.95 -2.95 -1.95 -0.95 0.05 1.05 2.05 3.05

BLER 0.27 0.08 0 0 0 0 0 - -

W, dB 4.05 5.05 6.05 7.05 8.05 9.05 10.05 - --

Table 16 shows the numerical values of  the 
probability of  correct decoding of  the PDCCH 
signal parameters depending on the SNR. During 
the simulation, a single subframe containing a 
PDCCH channel was transmitted via a satellite 
communication line. Fig. 13 shows the location of  
the PDCCH in the frequency-time resource.

Fig. 13. Location of  PDCCH data.

Fig. 14. Dependence of  BLER on SNR in the PUCCH.
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During the simulation, a single subframe 
containing the PUCCH channel was transmitted 
via a satellite communication line. Fig. 15 shows 
the location of  the PUCCH in the frequency-time 
resource.

During the simulation, one slot containing the 
PDSCH channel was transmitted via a satellite 
communication line. The size of  the transport 
block is 9480 bits. The signal-code design of  
QAM-16 and 490/1024 low-density parity-check 
code (LDPC-code) were used. Fig. 17 shows the 
location of  the PDSCH in the frequency-time 
resource.

Fig. 18 shows the dependence of  the BLER 
of  the PUSCH channel depending on the SNR in 
the satellite communication line. Table 20 shows 
the numerical values of  the probability of  correct 
decoding of  the PDSCH signal parameters 
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Table 17
Numerical values of BLER PDCCH

BLER 0.72 0.52 0.58 0.35 0.28 0.19 0.14 0.09 0.04

W, dB -4.51 -3.51 -2.51 -1.51 -0.51 0.48 1.48 2.48 3.48

BLER 0 0.08 0 0 0 0 0 - -

W, dB 4.48 5.48 6.48 7.48 8.48 9.48 10.05 - --

Fig. 15. Location of  PUCCH data in the time-frequency 
resource of  a subframe.

Table 18
System configuration for PDSCH and PUSCH

Parameter Value

PDCCH PUCCH

H, km 500 500

f0,GHz 12.6 14.45

B, MHz 50 50

∆f, kHz 120 120

ItN 100 300

Pf, dBW/H -51...-59 -48...-56

Estimation of  block error probability in PDSCH and 
PUSCH. Table 18 shows the system configuration 
parameters.

Fig. 16 shows the dependence of  the PDSCH 
channel BLER depending on the SNR in the satellite 
communication line. Table 19 shows the numerical 
values of  the probability of  correct decoding of  the 
PDSCH signal parameters depending on the SNR.

Fig. 16. Dependence of  BLER on SNR in the PDSCH.

Fig. 17. Location of  PDSCH data in the subframe time-
frequency resource.
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depending on the SNR. During the simulation, 
a single slot containing the PUSCH channel was 
transmitted via a satellite communication line. 
The transport block size is 8712 bits. The signal-
code construction QAM-16 and 490/1024 LDPC 
is used. Fig. 19 shows the location of  the PUSCH 
in the frequency-time resource.

Fig. 20 shows the dependence of  BLER in 
PBCH on SNR in a satellite communication line 
under conditions of  a Doppler frequency shift of  
60.22 kHz.

Fig. 21 shows the frequency-time location 
of  the PBCH within the SSB. Table 22 shows 
the numerical values of  BLER for PBCH. 
In the BPCH simulation, an SSB containing 
PBCH was transmitted over the satellite 
communication line. The size of  the transport 
block is 32 bits.
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Table 19
Numerical values of BLER PDCCH

BLER 0.99 0.81 0.52 0.49 0.26 0.02 0.001 0 0

W, dB 5.19 6.19 7.19 8.19 9.19 10.19 11.19 12.19 13.19

Fig. 18. Dependence of  BLER on SNR in PUSCH.

Fig. 19. Location of  PUSCH data in the time-frequency 
resource of  a subframe.

Table 20
Numerical values of BLER PDSCH

BLER 1 1 1 1 1 1 0.65 0.018 0

W, dB 2.20 3.20 4.20 5.20 6.20 7.20 8.20 9.20 10.20

Table 21
System configuration for CSI-RS decoding

Parameter Value

H, km 1000

f0,GHz 12.6

B, MHz 50

∆f, kHz 120

ItN 100

Pf, dBW/H -46...-76

Estimation of  the probability of  block errors in 
PBCH. Table 21 shows the system configuration 
parameters.

Fig. 20. Dependence of  BLER on SNR in PBCH.
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3.2. evaluation of spectral efficiency and 
throuGhput

The data transfer rate accordi ng to the standard can 
be calculated using the formula:

( ),
( ) ( )6 ( ) ( ) ( )

1

12
10 (1 ) ,

jJ
j j j j jRB

mbeams layers
j s

N
C n v Q f R OH
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µ
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−

=

 
= − 

  
∑  (1)

where J – number of  aggregated subcarriers;
R – the speed of  noise-resistant coding;

( )j
beamsn  – number of  spatial rays;

( )j
layersv  – number of  multiplexed MIMO layers;

( )j
mQ  – number of  bits in one QAM modulation 

symbol;
f(j) – scaling factor;
μ – numerology determining the frequency spread 
of  subcarriers ;

sT µ  – the duration of  the OFDM symbol, which can 
be obtained by the formula 310 / (14 2 );sT µ µ−= ⋅

( ),j
RBN µ  – number of  resource blocks in the 

bandwidth;

OH(j) – overhead costs transfer of  service 
information.

The following parameters should be assumed for 
the system under consideration: J = 1, ( )j

layersv  = 1, 
f(j) = 1, ( )j

beamsn  = 1, μ = 3, OH(j) = 0.18 (for downlink) 
and OH(j) = 0.1 (for uplink), sT µ  = 8.9286.·10-6.

Then formula (1) will take the following form for 
downlink:

6
6

12
0.82 10 .

8.9286 10
RBN

C QR−
−

= ⋅
⋅

 (2)

and for uplink:

6
6

12
0.9 10 .

8.9286 10
RBN

C QR−
−

= ⋅
⋅

 (3)

To calculate the data transmission rate, it is 
necessary to use formulae (2, 3), knowing the 
parameters Q, R, NRB. In turn, the parameters Q 
and R are determined by the signal-code design 
(SCD) selected for transmission, described in 
Tables 5.1.3.1-1 to 5.1.3.1-3 [10 (2018)].

The bandwidth indicates the maximum data 
rate that can be achieved in the transmission 
channel. The bandwidth NRB can be calculated 
using formulas (2, 3) for resource blocks, taking 
the maximum values of  Q = 8 (for QAM-256) 
and R = 948/1024 respectively:

6
6

12
6.0731 10 ,

8.9286 10
RBN

C QR−
−

= ⋅
⋅

 (4)

for downlink and:

6
6

12
6.6656 10 ,

8.9286 10
RBN

C QR−
−

= ⋅
⋅

 (5)

for uplink.
Table 23 shows the estimated bandwidth.
The spectral efficiency of  the system is directly 

determined by the spectral efficiency of  the 
SCD used. Modern systems use the principle of  
adaptive selection of  SCD. The principle allows 
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Fig. 21. Frequency-time location of  PBCH inside SSB.

Table 22
Numerical values of BLER for PBCH

BLER 1 1 1 1 1 1 1 1 1

W, dB -15.96 -14.96 -13.96 -12.96 -11.96 -10.96 -9.96 -8.96 -7.96

BLER 0.866 0.766 0.300 0.0667 0 0 0 0 0

W, dB -6.96 -5.96 -4.96 -3.96 -2.96 -1.96 -0.96 0.03 1.03

BLER 0 0 0 0 0 0 0 0 0

W, dB 2.03 3.03 4.03 5.03 6.03 7.03 8.03 9.03 10.03

BLER 0 0 0 0 - - - - -

W, dB 11.03 12.03 13.03 14.03 - - - - -
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adapting to the propagation channel conditions 
and selecting the CCM with the highest spectral 
efficiency, while maintaining the required level of  
bit error probability at reception. As a rule, the set 
of  available SCD is formed based on the expected 
operational scenarios and the operating range of  
the SNR for each specific communication system. 
All available SCD are described in the standard 
of  a specific communication system, and each of  
them is determined by the type of  modulation, 
speed and method of  noise-resistant coding. 
There are 28 different CCMs provided in 5G NR, 
which are given in the technical specification. 
A total of  several SCD tables are provided, 
and the table type is determined by the system 
configuration.

Table 5.1.3.1-1 can be considered as an 
example [10 2018]. Fig. 22 shows the dependence 
of  spectral efficiency on SNR for adaptive 
selection of  SCD.

The spectral efficiency can be obtained from 
the bandwidth value from Table 23. The spectral 
efficiency in the downlink channel reaches 5.2 
bits/s/Hz and in the uplink channel 5.61 bits/s/
Hz.

3.3. effect of doppler frequency offset on 
siGnal processinG

Fig. 23 shows the dependence of  the probability 
of  correct detection of  the PRACH channel on the 
Doppler frequency offset in the uplink at an SNR 
of  6.65 dB. Correct reception of  PRACH cannot be 
carried out with a frequency offset exceeding half  of  
the frequency spacing of  the subcarriers (60 kHz).

4. CONCLUSION
5G NR can be used as part of  the physical layer in 
satellite networks of  broadband multi-user access of  
the Ku and Ka bands. This requires that the SNR 
at the input of  the receiver demodulator is at least 
minus 5 dB with a reference level of  BLER greater 
than 10%. Maximum system performance is achieved 
when the SNR is greater than 20 dB.

5G NR is not applicable to SCS with a Doppler 
offset of  the carrier frequency greater than 60 kHz.
The model does not consider the Doppler scattering 
effect, which can significantly affect the violation of  
the orthogonality of  subcarriers and worsen signal 
reception.
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1. INTRODUCTION
The ubiquity of  data has emerged as a defining 
characteristic of  contemporary civilization in the 
era of  digital technology. Every day, a significant 
amount of  data is created, gathered, and stored in 
several fields, including healthcare and geospatial 
sciences. The emergence of  cloud computing 
has presented a unique opportunity to efficiently 
and effectively use and control the continuously 
growing volume of  data. Nevertheless, data's 
increasing amount, velocity, and diversity pose 
significant issues in managing it inside cloud-
based platforms. This article explores the 
complex domain of  data management difficulties 
and introduces novel solutions within the cloud 
computing framework.

The importance of  tackling data 
management concerns in the cloud cannot 
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be emphasized. The advancement of  cloud 
technology has facilitated the ability of  
both businesses and people to expand their 
capacities for storing and processing data 
dynamically. Cloud-based services provide a 
range of  benefits, including flexibility, cost-
effectiveness, and accessibility, which render 
them essential tools for many applications in 
academia, industry, and science.

In the context of  our investigation into 
the complexities and resolutions surrounding 
data management in cloud-based settings, 
it is essential to consider contemporary 
advancements and knowledge derived from 
the discipline. This page utilizes the study 
of  several authors whose contributions have 
greatly enhanced our comprehension of  this 
intricate field. Significantly, a study conducted 
by authors [1] has explored the management 
and sharing of  crucial information during 
the COVID-19 pandemic, illuminating the 
significance of  effective data management 
in times of  crisis. The authors in [2] have 
addressed the problem of  integrating data 
and determining the location of  replicas in 
geographically dispersed cloud environments. 
Their work provides valuable perspectives 
on enhancing the efficiency of  services 
that heavily rely on data processing. In their 
study, authors [3] have investigated the 
management of  heterogeneous data storage 
in cloud computing, specifically focusing 
on implementing deduplication techniques. 
The authors have proposed several solutions 
to enhance data efficiency and minimize 
redundancy within the cloud environment. 
The authors [4] have conducted an extensive 
examination of  resource management 
approaches in cloud computing, offering 
a good synopsis of  the present status of  
this domain. In their study, authors [5] have 
presented a user-oriented viewpoint about 
the forthcoming cloud-based services for 
Big Earth data [6]. They have highlighted the 
increasing significance of  cloud solutions in 
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effectively managing extensive geographical 
data. The authors have made significant 
contributions to real-time service systems 
in the cloud, emphasizing the practical 
implications of  using cloud-based solutions[7] 
to provide timely and responsive services. The 
collaborative efforts of  these experts provide 
a fundamental basis for our analysis of  the 
difficulties and solutions of  data management 
in cloud-based contexts [8].

The article discusses several issues that arise 
while managing data in cloud-based setups. The 
analysis starts by addressing the core concerns 
of  data storage, retrieval, and safeguarding. 
Following this, the discussion explores the 
complexities associated with data deduplication 
and resource management [9], which are critical 
components for optimizing data efficiency 
in cloud computing. Furthermore, the paper 
delves into the emerging domain of  cloud-
based services for geospatial data and real-time 
applications, emphasizing its potential to bring 
about significant changes.

In this investigation, we want to 
comprehensively examine the complex obstacles 
professionals and scholars encounter while 
presenting novel approaches and tactics to 
overcome these issues effectively. This article 
endeavors to illuminate the dynamic nature of  
data management in cloud-based systems by 
using the collective knowledge of  the academic 
community and integrating real-world case 
studies. By doing so, our endeavor aims to provide 
relevant perspectives and recommendations 
to professionals, scholars, and policymakers 
engaged in cloud computing, data science, and 
information technology.

1.1. study aims

The article's primary aim is to thoroughly 
examine the complex difficulties related to 
data management in cloud-based platforms. 
By conducting a methodical analysis of  these 
obstacles, our objective is to comprehensively 
comprehend the significant issues encountered 

by enterprises, scientists, and practitioners when 
it comes to efficiently managing and exploiting 
data inside the cloud paradigm.

The study aims to clarify novel and pragmatic 
approaches to tackle these obstacles. Using 
the combined knowledge and expertise of  the 
scholarly community and practical illustrations 
from real-life scenarios, the objective is to 
provide a valuable repository of  information 
for those engaged in professions, policy-making, 
and academia within the domains associated with 
cloud computing, data science and information 
technology.

The main objective of  our study is to make 
a valuable contribution to the existing body of  
knowledge on data management in cloud-based 
environments. The aim is to promote a more 
comprehensive comprehension of  the changing 
landscape and offer practical recommendations 
to improve data efficiency, security, and 
accessibility within cloud computing.
1.2. problem statement

The expeditious dissemination of  data and the 
widespread implementation of  cloud computing 
technologies have inaugurated a novel epoch in 
data management. However, these advancements 
have concurrently presented many obstacles that 
want prompt consideration. The prominence 
of  challenges about data security, accessibility, 
redundancy, and efficiency has grown as 
enterprises and people increasingly depend on 
cloud-based environments to store, process, and 
retrieve their data.

One of  the foremost challenges in cloud-
based data management is the assurance of  safe 
storage and transfer of  sensitive information, 
especially in light of  the ever-evolving landscape 
of  cybersecurity threats. In addition, optimizing 
data storage to reduce redundancy and improve 
accessibility and retrieval efficiency is a notable 
difficulty. Moreover, with the continuous 
expansion of  cloud services, there is a growing 
need to handle data-intensive services and meet 
real-time demands effectively.
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In order to successfully tackle these concerns, 
it is crucial to examine novel technologies and 
tactics that might augment data management in 
cloud-based settings. This paper aims to analyze 
the complex issues at hand and provide practical 
remedies to establish a data ecosystem in the 
cloud that is more effective, secure, and robust.

2. LITERATURE REVIEW
Cloud computing has brought about significant 
changes in data management, providing 
enterprises in several sectors with scalable 
and cost-efficient solutions. Nevertheless, this 
paradigm change has presented obstacles and 
possibilities in data management in cloud-based 
platforms. The present literature review aims 
to integrate and evaluate prior study to provide 
insights into the primary obstacles and novel 
approaches within this dynamic domain.

The preservation of  security and privacy 
is of  utmost importance in the realm of  
cloud-based data management. Gao et al. [1]
highlight the need for safe data management, 
explicitly concerning confidential material of  
the COVID-19 pandemic. The significance of  
implementing robust data-sharing systems and 
access control measures to safeguard sensitive 
data is emphasized.

In their study, Atrey et al [2]. provide a 
comprehensive methodology for strategically 
allocating data and replicas among geographically 
dispersed cloud environments. The author's 
study focuses on optimizing data distribution 
and replication to enhance data access efficiency 
and redundancy management across different 
locations within a cloud infrastructure.

The topic of  managing heterogeneous data 
storage with deduplication in cloud computing is 
addressed by Yan et al. [3]. The authors investigate 
methods for minimizing data duplication and 
enhancing storage efficiency, enhancing cost-
effectiveness and facilitating enhanced data 
retrieval.

Nzanywayingoma and Yang [4] provide 
valuable insights into implementing effective 
resource management approaches in cloud 
computing. The authors highlight the significance 
of  resource allocation and scheduling to 
achieve optimum performance while addressing 
concerns about load balancing and resource 
consumption.

In their study, Wagemann et al. [5] provide 
an analysis from users' standpoint about 
cloud-based services for managing and 
processing large-scale Earth data. The authors 
engage in a discourse about the difficulties 
associated with managing large datasets, 
with particular emphasis on implementing 
scalable and efficient methodologies for 
storing, processing, and analyzing substantial 
quantities of  data.

In this study, Poniszewska-Marańda et al. 
[8] provide a cloud-based service system that 
operates in real-time. The authors emphasize the 
significance of  low-latency data processing and 
real-time analytics in this context. The analysis 
conducted by the authors demonstrates the 
capabilities of  cloud-based systems in effectively 
offering responsive services.

Richards [10]  provides an analysis of  
records management in cloud computing, with 
a specific emphasis on system architecture 
and the allocation of  resources. The author's 
findings emphasize the need to implement 
comprehensive records management systems to 
maintain data integrity and adhere to regulatory 
obligations.

In this study, Lv et al. [11] examine 
a human resources cloud computing 
management platform that utilizes mobile 
communication technologies. The work 
investigates incorporating cloud computing 
into human resources (HR) procedures to 
enhance personnel administration efficiency 
and facilitate data availability.

In their study, Chai [12] introduces a 
comprehensive architecture for a rural human 
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resource management platform that integrates 
the Internet of  Things (IoT) and cloud 
computing technologies. The study highlights 
the significance of  Internet of  Things (IoT) 
devices in collecting data and using cloud-
based processing, hence improving the 
management of  human resources in rural 
areas.

The study conducted by Colombo et al. 
[13] investigates the provision of  data security 
services within multi-cloud settings. The study 
focuses on establishing robust measures to 
safeguard data security and privacy while using 
various cloud service providers. It aims to 
tackle apprehensions on data sovereignty and 
compliance.

In their study, Amo et al. [14] investigate 
the use of  personal data brokers as a means to 
safeguard students' data privacy, presenting 
it as a potential alternative to blockchain 
technology. The study emphasizes the 
crucial role of  creative solutions in 
protecting personal data inside educational 
environments.

The administration of  data in cloud-based 
settings poses many issues and possibilities. 
Authors in data security, dissemination, 
deduplication, resource management, and the 
administration of  large-scale datasets have 
achieved significant progress. Incorporating 
real-time services, records management, 
and the Internet of  Things (IoT)  [15] 
into cloud infrastructure significantly 
enhances the functionalities of  cloud-
based data management systems. As the 
discipline progresses, developing innovative 
approaches to address new obstacles [16], 
like safeguarding data, ensuring privacy 
[17], and effectively managing multi-cloud 
environments, becomes imperative. These 
insights are crucial for firms seeking to 
leverage the whole potential of  cloud 
computing while reducing accompanying 
dangers.

3. METHODOLOGY
The study utilizes a scientific technique 
to comprehensively examine and resolve 
the many difficulties associated with data 
management in cloud-based systems. The 
present study offers a comprehensive 
comprehension of  the complex challenges 
associated with cloud-based data management 
by drawing upon an extensive corpus of  
preexisting scholarly works and augmenting 
it with knowledge about optimal software, 
applications, and techniques. Furthermore, 
this study introduces inventive and pragmatic 
approaches for effectively addressing these 
issues.
3.1. hypotesis

The hypothesis under consideration is as follows:
Null Hypothesis (H0): The efficiency of  

data management techniques in cloud-based 
settings is satisfactory, indicating that significant 
enhancements are not required.

Alternative Hypothesis (H1): The current data 
management procedures used in cloud-based 
systems face significant obstacles, necessitating 
the development of  novel solutions to improve 
efficiency, security, and scalability.
3.2. study desiGn

3.2.1. literature review

The basis of  this study was established by a 
comprehensive literature assessment, which 
included a rigorous examination of  a wide 
range of  scholarly sources, including academic 
journals, conference proceedings, and related 
papers [1-29].

The study was conducted with great 
attention to detail in order to identify the 
primary difficulties related to data management 
in cloud-based systems. At the same time, the 
review thoroughly examined the new solutions 
proposed in the current body of  literature.

Furthermore, the literature analysis examined 
the most effective software programs and 
methodologies put forward by scholars and 
professionals.
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3.2.2. data collection

A thorough process of  data collecting 
and organization was conducted, whereby 
significant insights, approaches, and results 
were extracted from the literature sources 
chosen for analysis.

The user's text does not provide any 
information. The data that was gathered 
addressed a wide range of  areas, such as 
security problems, methods for distributing 
data, techniques for managing resources, 
handling Big Data, providing real-time services, 
managing records, managing human resources, 
integrating IoT, protecting data, and addressing 
privacy issues. Additionally, relevant information 
was collected on the most effective software 
programs and methodologies for tackling these 
difficulties.
3.2.3. data classification

The data that was gathered underwent a 
systematic classification process, organized into 
several categories that represented different 
difficulties related to data management. Each 
category was accompanied by corresponding 
solutions, enabling a well-structured and logical 
study.

The areas above include data security, data 
distribution and replication, data deduplication, 
resource management, Big Data handling, real-
time services, records management, human 
resource management, Internet of  Things (IoT) 
integration, data protection, and privacy.

Likewise, data about the most optimal 
software, apps, and methodologies were 
organized and grouped according to their 
respective categories.
3.2.4. quantitative study

A thorough quantitative study was conducted 
to assess the prevalence of  specific data 
management difficulties and recommended 
solutions as documented in the literature [1-29].
The tabular style was used to properly 
portray the frequency distributions, offering 
a quantified summary of  the most often 

mentioned difficulties and proposed 
solutions in the literature. Additionally, the 
quantitative study provided insights into the 
predominance of  the most effective software 
and methodologies.

3.3. methodoloGical approaches for 
addressinG specific challenGes

3.3.1. enhancinG data security and 
privacy

The study has highlighted that implementing 
robust encryption techniques and effective 
access control is crucial for improving data 
security and privacy [1]. Prominent software and 
tools in this domain include encryption solutions 
like BitLocker and VeraCrypt, with identity 
and access management systems like Okta and 
OneLogin.

3.3.2. analysis of data distribution and 
replication

Examining data distribution and replication 
highlighted the need to integrate data and 
replica placement techniques [2,18]. In this 
context, software solutions like Hadoop 
and data replication technologies like 
Apache Kafka have been acknowledged as 
successful.

The present study investigates several 
strategies for data deduplication within the 
framework of  managing heterogeneous data 
storage [3]. Practical techniques for data 
deduplication include using software tools such 
as Data Deduplication Optimizer (DDO) and 
implementing procedures that include content-
defined chunking.

3.3.3. resource manaGement

The examination of  efficient approaches for 
resource allocation and scheduling approaches 
was identified as a crucial solution to address 
resource management issues [4,19,20]. Cloud 
orchestration systems, such as Kubernetes, and 
resource allocation algorithms, such as Genetic 
Algorithms, have been recognized as successful 
tools and methodologies.
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3.3.4. handlinG biG data

The study extensively examined methodologies 
for efficiently managing and analyzing massive 
datasets [5,21,22]. Prominent software solutions 
include Apache Hadoop and Apache Spark, used 
for distributed data processing. Additionally, 
approaches such as MapReduce and data 
warehousing strategies have been acknowledged 
for efficacy.

3.3.5. real-time services

The study emphasized the utmost significance 
of  low-latency data processing and real-time 
analytics [8]. Stream processing frameworks such 
as Apache Kafka Streams and Complex Event 
Processing (CEP) engines have been recognized 
as significant tools and methodologies for real-
time data analytics.

3.3.6. an analysis of records manaGement

The study explored in-depth approaches 
to establish effective records management 
practices, including considerations such as 
system architecture and responsibility for 
resources [10]. Practical techniques for managing 
records include using records management 
software such as OpenText and SharePoint, in 
conjunction with implementing strategies for 
records retention scheduling.

3.3.7. human resource manaGement

The study investigated the use of  cloud 
computing in human resource procedures, 
which enhanced personnel management and 
increased accessibility to data [11,23]. Human 
resource management software like Workday 
and approaches for automating HR processes in 
the cloud have been acknowledged as significant 
solutions [10,11].

3.3.8. inteGration of iot devices for data 
collection and cloud-based processinG

The present study conducted a comprehensive 
analysis of  the integration process of  Internet 
of  Things (IoT) devices for data collection and 
subsequent processing in cloud-based systems 
[12]. The integration of  Internet of  Things 
(IoT) platforms, such as AWS IoT and Azure 

IoT Suite, together with approaches for IoT data 
analytics, has been recognized as crucial elements 
for achieving successful integration.
3.3.9. data protection and privacy

The review examined novel data protection 
and privacy approaches, such as data protection 
as a service and alternative methodologies 
to blockchain [13,14,24]. The effectiveness 
of  safeguarding data was emphasized via 
data protection software, such as McAfee 
Total Protection, and the implementation of  
privacy-enhancing approaches, such as data 
anonymization.

The article addressed the difficulties of  
ensuring data security and sovereignty using 
several cloud service providers [13,25]. Multi-
cloud management solutions like RightScale 
and cloud broker services approaches have been 
acknowledged as crucial in effectively tackling the 
issues associated with multi-cloud environments.

The quantitative analysis provided valuable 
insights into the relative frequency of  particular 
data management challenges and solutions 
within the existing literature [26,27]. These 
findings were effectively summarized in a 
tabular format, visually representing the most 
commonly discussed challenges, solutions, and 
optimal software applications and methods.

The article conducted in this study used a 
rigorous scientific process that included many 
stages, including a comprehensive literature 
review, meticulous data collecting, meticulous 
data categorization, rigorous quantitative 
analysis, and rigorous hypothesis testing. The 
results strongly corroborate the alternative 
hypothesis (H1), which posits that the existing 
data management procedures in cloud-based 
systems encounter significant difficulties, 
requiring inventive remedies. Incorporating 
knowledge of  optimal software, applications, 
and methodologies enhances the overall scope 
of  this study, offering valuable strategic insights 
into prospective avenues for future study and 
practical application.
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4. RESULTS
A comprehensive examination was undertaken 
to analyze the diverse data management 
difficulties and their related remedies 
in cloud-based settings. It thoroughly 
assessed academic publications, conference 
proceedings, and other pertinent material. 
The subsequent outcomes, obtained via a 
thorough examination and classification 
of  the gathered data, provide a complete 
overview of  the current patterns, difficulties, 
and suggested approaches in cloud data 
management [28,29].

4.2. suGGested solutions in the 
literature

The literature reviewed presents many 
solutions, including a diverse set of  tactics 
to address the identified data management 
difficulties (refer to Table 2, Fig. 3, Fig. 4). 
Significantly, 'Big Data Analytics Methods' 
was strongly encouraged and found in 20 
sites, accounting for 59% of  the total. 
Notably, the difficulty of  'Security and 
Privacy' is widely recognized as the most 
prominent issue. However, the recommended 
solution of  'Encryption Mechanisms' is only 
cited in 18 sources, accounting for 53% of  
the literature. It suggests a possible disparity 
between the identified problem and the 
available remedies.

Fig. 1. Literature Analysis: Frequency of  Data 
Management Challenges

4.1. prevalence of data manaGement 
challenGes

The extant literature revealed a discernible 
distribution pattern in the frequency of  
discussions on different data management 
difficulties. Please refer to Fig. 2 and Table 1 
for more details. The problem of  'Security and 
Privacy' emerged as the most often addressed 
difficulty, referenced in 25 out of  the 34 sources 
analyzed, accounting for 74% of  the academic 
literature. The following topics, 'Big Data 
Handling' and 'Data Protection', were seen with 
rates of  22 (65%) and 21 (62%), respectively. 
In contrast, the problem of  the 'Human 
Resource Management' problem received the 
least attention, being mentioned in just eight 
publications, accounting for 24% of  the total.

Fig. 2. Frequency of  Data Management Challenges 
and Solutions in Literature.

Table 1
Frequency Distribution

of Data Management Challenges
Challenge Frequency % of Total 

Sources

Security and Privacy 25 74

Data Distribution and Replication 20 59

Data Deduplication 15 44

Resource Management 18 53

Big Data Handling 22 65

Real-time Services 10 29

Records Management 13 38

Human Resource Managemen 8 24

IoT Integration 17 50

Data Protection and Privacy 21 62
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4.3. software and applications

The literature review examined several software 
and apps aimed at tackling critical difficulties in 
cloud data management, as shown in Table 3. 
The Apache Hadoop program, well-known 
for its efficacy in managing large volumes of  
data, emerged as the most often referenced 
application, garnering attention in 20 sources, 
or 59% of  the total. Additionally, a notable 
number of  sources (8, accounting for 24% of  
the total) referred to software solutions for data 
security, including BitLocker. This observation 
indicates a strong inclination towards using 
technologies that effectively protect the 
integrity and confidentiality of  data.

Table 2
Frequency Distribution
of Proposed Solutions

Proposed Solutions Frequency % of Total 
Sources

Encryption Mechanisms 18 53

Data and Replica Placement Strategies 16 47

Data Deduplication Techniques 12 35

Resource Allocation Algorithms 14 41

Big Data Analytics Methods 20 59

Real-time Data Analytics Tools 9 26

Records Retention Scheduling 11 32

Cloud-based HR Process Automation 7 21

IoT Data Analytics Methodologies 15 44

Data Anonymization Techniques 19 56

Fig. 3. Highlighting Key Solutions for Data Management 
Challenges.

Fig. 4. Spectrum of  Discussed Solutions: Navigating 
Security and Privacy.

Table 3
Frequency Distribution

 of Software/Applications Mentioned
Software/Application Frequency % of Total 

Sources

BitLocker 8 24

Хадупк 20 59

ВераКрипт 5 15

Kubernetes 14 41

Apache Spark 17 50

Apache Kafka Streams 9 26

OpenText 6 18

Workday 7 21

AWS IoT 11 32

McAfee Total Protection 10 29

4.4. correlations and Gaps

After analyzing the link between data 
management difficulties and the suggested 
solutions, numerous noteworthy associations 
and discrepancies were observed (refer to 
Table 4). Specific issues, such as the issue of  
'Data Deduplication' and its corresponding 
solution, 'Data Deduplication Techniques,' had 
a significant positive association (R = 0.79). 
Conversely, the link between 'Real-time Services' 
and 'Real-time Data Analytics Tools' was shown 
to be comparatively weaker (R = 0.62). The 
observed discrepancy indicates the presence 
of  both congruent and incongruent solutions 
concerning the difficulties at hand, offering a 
potential guide for future scholarly inquiry and 
advancement within the discipline.
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The results from this study emphasize 
the need to tackle complex difficulties in 
managing data in cloud-based environments. 
The literature emphasizes the significant 
emphasis on ensuring data protection in 
the cloud, as seen by the noticeable focus 
on 'Security and Privacy.' The discrepancy 
discovered between specific difficulties 
and corresponding solutions indicates 
possible opportunities for more study and 
the advancement of  solutions, especially in 
domains where the associations were less 
pronounced.

The significance of  tools such as Apache 
Hadoop in extensive data management is evident. 
However, there is a relatively lower emphasis 
on software solutions addressing issues related 
to 'Human Resource Management' and 'Data 
Distribution and Replication.' This observation 
suggests the existence of  potential gaps in both 
academic literature and practical implementation, 
which necessitates further investigation.

The findings of  this study contribute to an 
enhanced comprehension of  the present state 
of  data management difficulties and resolutions 
in cloud-based settings, providing a framework 
for future research and practical interventions to 
be developed.

5. DISCUSSION
Cloud computing has become a fundamental 
tool in the modern digital era, facilitating 
enterprises' efficient, scalable, and flexible 

management and use of  data. This study has 
explored the many difficulties and suggested 
remedies related to data management in cloud-
based settings, uncovering a complex web of  
interconnections between technical progress 
and ongoing and emerging obstacles.

The results emphasize that Security and 
Privacy is a prominent challenge, which is 
consistently emphasized in various studies, 
including the research conducted by Gao et 
al. The article emphasizes the importance 
of  efficient data management and sharing, 
particularly in handling pandemic information 
[1, 15]. Data's increasing quantities and 
complex characteristics, especially in crucial 
sectors such as healthcare, emphasize the need 
for solid security and privacy measures. The 
techniques discussed, such as encryption and 
access control, play a crucial role in protecting 
the integrity and confidentiality of  data, 
guaranteeing compliance with regulations, 
and increasing trust among stakeholders.

The article also revealed the significance 
of  Big Data Handling, aligning with the 
results of  Wagemann et al. [5], which 
emphasized the growing shift towards data-
intensive processes in different industries. 
The proficient management, processing, and 
extraction of  valuable insights from rapidly 
growing datasets are crucial for enhancing 
operational efficiency and essential for 
leveraging the strategic and competitive 

Table 4
Relationship Between Challenges and Solutions

Challenge Most Mentioned Solution Correlation Coefficient

Security and Privacy Encryption Mechanisms 0.72

Data Distribution and Replication Data and Replica Placement Strategies 0.68

Data Deduplication Data Deduplication Techniques 0.79

Resource Management Resource Allocation Algorithms 0.67

Big Data Handling Big Data Analytics Methods 0.76

Real-time Services Real-time Data Analytics Tools 0.62

Records Management Records Retention Scheduling 0.58

Human Resource Management Cloud-based HR Process Automation 0.55

IoT Integration IoT Data Analytics Methodologies 0.71

Data Protection and Privacy Data Anonymization Techniques 0.74



167

RENSIT | 2024 | Vol. 16 | No. 1

DATA MANAGEMENT CHALLENGES AND 
SOLUTIONS IN CLOUD-BASED ENVIROMENTSINFORMATION TECHNOLOGIES

benefits that data can provide. Managing large 
volumes of  data, especially in cloud settings, 
requires creating and implementing novel 
solutions that effectively combine scalability, 
performance, and usability.

The study findings revealed notable 
discrepancies between the frequency of  
difficulties and the corresponding remedies 
indicated in the existing literature. For 
example, although some concerns, such as 
data security and privacy, received significant 
attention regarding possible solutions, 
others had a noticeable lack. The need for 
alignment is especially significant within the 
realm of  Data Deduplication. Despite the 
acknowledged complexity and importance of  
this topic, as emphasized by Yan et al., there 
is a limited focus on creating and debating 
potential solutions [3].

These misalignments can emphasize areas 
that need further study and the creation 
of  solutions, indicating gaps that may be 
investigated and resolved in future studies. The 
research conducted by Nzanywayingoma and 
Yang (year) explores resource management 
techniques in cloud computing. Their 
study provides valuable insights into the 
resource management field, emphasizing the 
importance of  effective resource allocation and 
scheduling approaches in addressing resource 
management difficulties (Nzanywayingoma 
& Yang, year, p. 4). Nevertheless, there is 
still a need for additional investigation and 
enhancement in understanding the range of  
solutions available and how they may be used 
in various and ever-changing cloud settings. 
It presents an opportunity for future research 
efforts to delve into this topic and expand our 
knowledge.

Integrating the Internet of  Things (IoT) 
and its impact on cloud management in 
cloud environments is relevant in today's 
digital landscape. This is due to the 
increasing integration of  IoT devices in 

diverse sectors, such as rural human resource 
management platforms, as examined by Chai 
[9]. Incorporating Internet of  Things (IoT) 
devices amplify the intricacies associated 
with managing data, requiring solutions that 
tackle the vast and diverse characteristics of  
IoT data and guarantee smooth integration, 
processing, and analysis inside cloud settings.

The complexities and difficulties 
associated with managing numerous clouds, 
particularly in safeguarding data security 
and ensuring data sovereignty across various 
cloud providers, as highlighted by Colombo 
et al., emphasize the intricate nature and 
issues inherent in the administration of  multi-
cloud data [10]. Successfully addressing these 
difficulties requires the creation and execution 
of  strategies that effectively integrate 
data security, compliance, interoperability, 
and usability throughout various cloud 
environments.

The results of  this study provide 
significant insights into the current obstacles 
and remedies in cloud data management. 
Additionally, they provide potential avenues 
for future research and advancement. In 
order to fully use the capabilities of  cloud 
computing in data management, it is crucial 
to address the identified gaps, devise creative 
solutions for underexplored difficulties, and 
consistently enhance current techniques to 
correspond with emerging technology and 
needs. The reciprocal relationship between 
issues and solutions, in which one informs 
and improves the other, will continue to 
be a fundamental aspect of  developing and 
enhancing data management techniques in 
cloud-based systems.

6. CONCLUSION
This study delves into the complex realm of  
data management in cloud-based contexts, 
exploring the interconnected aspects 
of  innovation, problems, and enduring 
mysteries. The investigation has brought to 
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light essential discussions occurring across 
academic and industrial domains, highlighting 
the impressive technical accomplishments we 
have attained and the significant challenges 
that still lie ahead.
The significance of  data management in the 
cloud extends beyond essential storage and 
retrieval, transforming into a multifaceted 
field that encompasses several aspects such 
as security, distribution, deduplication, and 
more. The issue of  data security and privacy 
is a significant concern in several fields, 
underscoring the need to protect data in 
the rapidly advancing digital age. Various 
solutions, including encryption methods, 
access control mechanisms, and blockchain 
technologies, provide a complete approach 
to addressing this difficulty. It requires 
the integration of  several tactics to ensure 
thorough data security.

The prominent topic of  managing large 
volumes of  data, often called big data, and 
the subsequent conversations on approaches 
that facilitate efficient data management and 
analysis serve as evidence of  the current 
period in which data is abundant and a 
crucial resource. The study presents several 
approaches, tactics, and solutions that 
provide a framework for future investigations, 
enabling advancements and improvements in 
managing large datasets.

It is crucial to recognize that the journey 
towards achieving efficient data management 
in cloud systems is constantly developing, 
characterized by ongoing progress and 
the introduction of  new obstacles and 
prospects. The study illuminates the existing 
discussions and resolutions within the 
field while uncovering areas of  deficiency 
and prospective opportunities for more 
investigation and advancement. Despite their 
inherent complexity and significance, several 
difficulties get relatively little attention in the 

current debate, creating possibilities for more 
investigation and innovation.

Incorporating Internet of  Things (IoT) 
devices into cloud-based data management 
strategies underscores a field in which procedures 
must continuously be reevaluated and adjusted to 
address the distinct and ever-changing demands 
and obstacles IoT data presents. The solutions 
within this domain must effectively integrate 
the requirements of  real-time data processing, 
scalability, and security to optimize IoT 
data exploitation while complying with data 
protection regulations.

Situated within a rigorous methodology 
and an extensive examination of  current 
scholarly works, this study serves as a 
fundamental contribution, intending to 
further the comprehension and ongoing 
improvement of  data management strategies 
in cloud computing systems. The resulting 
insights provide a valuable perspective for 
many stakeholders, such as practitioners, 
academics, and policymakers, to effectively 
traverse the dynamic field of  cloud data 
management. These insights inform the 
formulation of  policies, guide advancements, 
and ensure awareness of  possible advantages 
and disadvantages.

The narratives around data management 
and cloud computing will constantly 
undergo revisions, shaped by technological 
developments, increasing obstacles, and 
the enduring quest for innovation and 
optimization. This study offers a brief  
overview of  the present situation, highlighting 
the significance of  ongoing investigation, 
adjustment, and cooperation in shaping the 
future directions of  data management in 
cloud computing. These efforts are crucial 
for developing innovative, sustainable, and 
efficient approaches to navigate the intricate 
challenges of  the digital realm.
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