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waves taking into account reflection of  fracture and redistribution of  currents in wires because 
of  losses of  radiation energy from fractures is considered. The calculations of  V-antenna, the 
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1.INTRODUCTION
This work is dedicated to the bright memory of  
Ph.D. (phys.-math. sci.) Stanislav Alexandrovich 
Podosenov (1.08.1937-1.03.2022). He graduated 
from the Physical Department of  the M.V. 
Lomonosov Moscow State University in 1963 (the 
chair of  statistical physics and quantum mechanics, 
the chairman was academician N.N. Bogolubov). 
His speciality is the theoretical physicist. He is a 
winner of  the prize of  RF Government 2002 in 
the field of  science and engineering. He made a 
great contribution to development of  modern and 
classical field radiation of  pulse electromagnetic 
fields appreciated by the world scientific community. 
In 1972 S.A. Podosenov (at the University of  Peoples 
Friendship, in the theoretical physics chair of  prof. 
Ya.P. Terletskiy) defended his Ph.D. thesis. The 
speciality is theoretical and mathematical physics. 
The subject is "Relativistic mechanics of  deformable 
medium in the tetrade formulation." The thesis is 
connected with the scientific school of  known 
prof. of  MSU D.D Ivanenko, V.I. Rodichev and 
academician L.I. Sedov.

Ultrashort pulses (US) of  electromagnetic field 
have wide practical application in radiophysics, 
radiolocation, metrology, nuclear physics (for 
explosion investigations), antenna engineering, 
medicine etc.

In radiolocation US pulses of  electromagnetic 
field are used for transmission of  energy and 
information. Transmission of  information by 
means of  US EMP is realized during the short time 
intervals. This permits to diminish power of  radio 
communication means, their dimensions and mass 
and consequently their cost. Application of  US EMP 
for information transmission diminishes harmful 
influence of  electromagnetic field on environment. 
It is possibly to transmit information concerning 
sizes, location and structure of  the object by means 
of  reflected US EMP. That permits rapid and exact 
determination of  necessary target characteristics [1-
5]. At pulse duration 10–10 s the resolution of  the 
order of  a few centimeters can be achieved.

US pulses of  electromagnetic field are widely 
applied in the field of  ensuring of  the unity of  
measurements – state verification schemes, state 
special standards, reference and working measuring 
instruments and standard settings [6-9].

S.A. Podosenov began working at the laboratory 
of  generation and measurement of  parameters of  
electromagnetic pulses VNIIOFI in 1989 jointly 
with prof. A.A. Sokolov. The problem of  creation 
of  the theory of  pulse radiation from fieldforming 
systems was set by prof. A.A. Sokolov. By means 
of  formulae derived by S.A. Podosenov one can 
calculate the radiation field applying computers that 
do not have big power [10].

In the laboratory of  generation and measurement 
of  parameters of  electromagnetic pulses VNIIOFI 
works for creation new measurement technologies 
and application of  US EMP to investigate physical 
processes in heterogeneous media [11-47] and pulse 
interaction strip lines in printed circuit boards are 
successfully carried out [12].

Measurement technologies are successfully 
applied to struggle with electromagnetic terrorism 
[17]. Experimental investigations of  influence of  
US EMP in the systems of  monitoring of  access to 
rooms are important [20,39]. Measuring complex 
for investigation of  electromagnetic environment, 
when propagating of  US EMP indoors, was 
created [41]. Methods and means of  monitoring 
of  electromagnetic radiation in ultrashort duration 
range [45,46] are used to investigate stability of  
video supervision systems against power US EMP 
[43], in particular, when investigating of  functioning 
of  typical complex security system devices [44].

Ultrashort pulse standard radiators are used 
for metrological ensurance of  telecommunication 
techniques [22]. Measuring instruments for test 
of  radioelectronic equipment for US EMP impact 
resistance are developed [26]. Investigations of  
functioning of  personal computers in condition 
of  US EMP impact are carried out [30]. When 
creating of  means of  resistance ensurance of  
information systems for impact of  ultrawide 
band electromagnetic radiation (UWB EMP) 
investigations of  functioning of  local computer 
networks in conditions of  UWB EMP impact 
are of  great importance [33]. Investigation of  US 
EMP propagation has great importance to estimate 
resistance of  on-board computers in conditions of  
impact of  US electromagnetic fields [38].

At the laboratory of  generation and measurement 
of  parameters of  electromagnetic pulses VNIIOFI 
works for creation of  new methods and measuring 
instruments of  US EMP parameters in the picosecond 
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range are successfully carried out [48]. On the basis 
of  US EMP application in VNIIOFI the measuring 
system for express-diagnostics of  electromagnetic 
parameters of  radio absorbing materials in the range 
of  0.1…4.0 GHz having great practical importance 
was created [49].

US electromagnetic pulses are applied in 
medicine. Using of  electromagnetic radiation assists 
to effective therapy when treatment of  cancer 
diseases. Ultrawide band pulse periodic microwave 
radiation on mouse tumors was investigated in 
vivo [50]. Using of  such radiation in combination 
anticancer therapy permitted to get inhibition of  the 
growth rate of  Lewis lung carcinoma on 70-80% 
as compared with the only action of  chemotherapy 
drug (cyclophosphamide).

Miniature appliances operating on the basis of  
US EMP permit contactless controlling of  pulsations 
of  inner human organs that essentially improves 
diagnostics.

Such pulses can be effectively applied to 
transmit energy and information. This permits 
qualitative improvement of  technical and ecological 
characteristics of  radioelectronic devices and 
decreasing of  their cost. Information transmitting 
by means of  US EMP has profit as compared with 
methods of  modulation of  radio waves because 
energy is radiated during very short time interval.

The purpose of  this work is brief  representation 
of  mathematical apparatus created by S.A. 
Podosenov. On the basis of  this one it is possibly 
to calculate fields from travelling current waves 
taking into account fracture reflections and the basis 
of  fractal space-time geometry of  deterministic 
structures created jointly with prof. A.A. Potapov.

2.ANALYTICAL METHOD OF FIELD 
CALCULATION FROM TRAVELLING 
CURRENT WAVES TAKING INTO 
ACCOUNT FRACTURE REFLECTIONS
When creating the theory of  pulse radiation from 
fieldforming systems S.A. Podosenov got a set of  
integro-differential equations for charge and current 
densities of  charged metallic bodies and wires 
locating in external heterogeneous and nonstationary 
electromagnetic field. Created new simple calculation 
method of  pulse radiation in time domain is based 
on direct finding of  tensor of  electromagnetic field 
from travelling current waves of  arbitrary form.

Line fractures are the secondary radiation 
sources of  anisotropic TEM waves. Energy losses 
stipulated for radiation have to change the amplitude 
and form of  the signal passing through the fractures 
of  transmission lines. The method of  predetermined 
currents was modified taking into account the 
fracture reflection coefficients. Rounded wires were 
replaced by fractures (Fig. 1).

Reflection and transmission coefficients of  
current pulses from line fractures depending on 
parameters of  pulse and time of  their transmission 
through fractures permit to determine the form of  
reflected and transmitted pulses as compare with 
incident ones.

The simple method of  analytical calculation of  
radiation from travelling current waves propagating 
on the curvilinear wires proposed by S.A. Podosenov 
can be applied to calculate radiation of  V-antenna, 
linear one and the antenna constituted with rectilinear 
cuts.

This new analytical method of  field calculation 
from travelling current waves with fractures takes 
into account redistribution of  currents in wires 
stipulated for losses of  fracture radiation energy. The 
correlation between transmission coefficient γ and 
reflection coefficient β and fracture angles and wire 
geometry is determined. The radiation field from 
angles is described with spherical TEM waves with 

Fig. 1. Geometry of  symmetrical sections with fractures. 0m  
is the unit vector directed from the fracture to the observation 
point, R0 is the distance from the fracture to the observation 
point, s1 and s2 are the distances from the antenna excitation 
point along the wire to points 1 and 2, R1 and R2 are the 

distances from points 1 and 2 to the observation point.
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centres on fractures. Proposed calculation method is 
close with the experiment.

The main formulae for calculation of  electric   
and magnetic   radiation fields at known reflection β 
and transmission γ coefficients through fractures in 
the vector form are presented below [1]:
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where η0 = (μ0/ε0)
1/2 is the wave impedance of  

vacuum [51-57].

3. CALCULATION OF PULSE RADIATION 
OF ANTENNA BASIC STRUCTURES
On the basis of  the method proposed by S.A. 
Podosenov pulse radiation of  the main for US EMP 
radiation fieldforming systems: V-antenna (Fig. 2a) 
[58], a radiation field of  a horn system (Fig. 2b) [59], 
and pulse radiation of  an antenna with a reflector 
(Fig. 2c) [60] are calculated.
3.1. calculation of v-antenna

Solution of  problems connected with investigation 
of  nonstationary radiation is necessary to ensure 
defense of  electronics from nonstationary 
electromagnetic fields. The investigation of  
fields from non-sinusoidal current waves in near 
zone is needed. V-antenna radiates a spherical 
electromagnetic wave and has high sensibility and 
widebandness that permits measuring nanosecond 
EMP.

Let us consider radiation of  V-antenna formed with 
two thin cones originated from one point with the 
angle θ0 between axes (Fig. 2a).
We will consider two cases:

Fig. 2. Calculation of  concrete antenna basis structures: 
V-antenna (a), radiation of  a horn system (b), image of  

V-antenna in a reflector (c).

a

b

c
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a) Infinite antenna
Infinite V-antenna radiates TEM wave. Formulae 
for calculation radiation fields have the vector form 
[1,58]:
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where m  and n  are the unit vectors, t is the time, c 
is the light velocity in vacuum, J is the current value.
b) Finite antenna
Let V-antenna with finite length has an arm l. We 
will consider that the current in such an antenna 
propagates on a line with a fracture at the end on 
180° and flows further to the load. The antenna is 
matched with the generator load. We will take into 
account reflections only one time.

One can represent formulae for calculation of  
radiation fields in the vector form [1,58]:
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Here 2l/c is the phase shift of  spherical waves. It 
is equal to time of  interaction propagation to ends 
of  the antenna and back. It follows from formulae 
(5) and (6) that radiation contains the sum of  four 
spherical waves. The first two ones originate from 

the centre with the phase shift 2l/c that is equal 
to time of  interaction propagation to ends of  the 
antenna and back. Two other waves are formed from 
antenna ends at the moment of  signal coming from 
the excitation point [55-58].
3.2. calculation of a radiation field of a 
horn system

Knowing the induced electric current on the horn 
surface one can determine the radiation field created 
with the horn.

Finding of  the horn radiation field in time 
domain is come down to the theory of  radiation 
of  travelling wave wire antenna. The antenna form 
can be arbitrary. The radiating system with the 
radiation field based on the theory [59] is presented 
schematically in Fig. 2b.

Let in plane YOX the coordinates of  the 
excitation points of  the horn system are specified.   

,i kR′ is the radius-vector connecting the origin and 
the excitation point of  the cell with numbers {i, 
k}. We will substitute each horn on N V-antennae 
and let p is the number of  the antenna in {i, k} cell. 
Electric radiation field of  V-antenna with number 
p locating in the horn with numbers {i, k} in the 
observation point {x, y, z} in the time moment t has 
the form [1,59]:
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where Rp,i,k and , ,p i kR′  are the distances from the ends 
of  straight and back wires of  number p cell {i, k} to 
the observation point, and , ,p i km  and , ,p i km′  are the 
corresponding unit vectors directed from the wire 
ends to the observation point.

Let the current at the ends of  the horn of  
V-antenna is completely absorbed that is equivalent 
to zero reflection coefficient f. Reflection of  the 
current at the end of  the horn is equivalent to 
presence of  fractures at the end of  the horn of  
V-antenna on 180º and the reflection coefficient f is 
equal to unit. In practice reflection coefficient f is the 
function of  time and its value is in the range between 
zero and unit. Resulting formula for the calculation 
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of  the radiation field from the horn system has the 
form

( ) ( ), ,
1 1 1

, , , , , , ,
v u N

p i k
k i p

E t x y z E t x y z
= = =

=∑∑∑
 

 (8)

where u is the number of  horizontal horns, and v is 
the number of  vertical ones.

A horn antenna array can be considered as 
superposition of  radiators, its field is additive in 
accordance with the numbers of  horns. Experimental 
results of  the field calculation of  the systems 
containing 36, 64 and 144 horns carried out confirm 
correctness of  the theory [56].
3.3. calculation of pulse radiation of an 
antenna with a reflector

When calculating the radiation field of  an antenna 
with a reflector the radiation field of  the parabolic 
mirror is substituted with the radiation field of  
V-antenna reflected in a mirror. The method 
permits to determine the field at any distance 
from the reflector.

As the excitation point of  V-antenna is in the 
focus of  the parabolic reflector then the image 
of  the excitation point in the mirror will be 
imaginary and it will be located in the infinitely 
remoted point behind the mirror. The ends of  the 
exiting antenna and its mirror imagination will be 
coincided each other and they will be located at 
the generatrix of  the mirror. The distance between 
the ends is equal to the mirror diameter (Fig. 2a).

Thus, instead of  V-antenna – reflector system 
we obtain two V-antennae with different opening 
angles θ0. The antenna opening angle substituting 
the reflector will tend to zero. Field superposition 
of  these antennae gives the search field.

The symmetrical parts of  the antenna with 
a fracture formed by crossing of  two rectilinear 
parts are presented in Fig. 1. The beginning of  
the rectilinear section is located on the distance 
s1 measured along the wire, the end is located 
on the distance s2 and the fracture is located 
on the distance s0 from the excitation point of  
the antenna. Omitting simple but cumbersome 
transformations we present the general 
expression for determination of  the full electric 
field for points with arbitrary coordinates {x, y, 
z} [1,60]:
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On the basis of  the theory developed by 
S.A. Podosenov experimental investigations 
of  propagation of  UWB pulse signals were 
carried out. These investigations confirmed 
its correctness. The main formulae were 
checked up experimentally in the laboratory of  
generation and measurement of  parameters of  
electromagnetic pulses VNIIOFI. Obtained 
results are matched with theoretical results [60]. 
Experimental investigations were carried out 
using nonsymmetrical strip lines. Strip transducer 
was located in heterogeneous field of  GTEM-
cell. GTEM-cell is a section of  matched cone 
line with a flat inner electrode and rectangular 
external one. By means of  it one can create TEM 
waves with a homogeneous field in a cross section 
in the area between electrodes. A spherical TEM 
wave is formed in GTEM-cell. Such a cell has a 
transmittance bandwidth 5 GHz by level 3 dB. 
In investigation a pulse generator with front 70 
ps and amplitude 5.3 V was used. The method 
proposed by S.A. Podosenov can be used for 
calculation of  pulse interaction of  strip lines in 
print circuit boards.

The theory of  interaction of  line two-wire 
transmission line with external electromagnetic 
field was experimentally confirmed and applied 
for calculation of  interaction of  transmission lines 
with nonstationary heterogeneous electromagnetic 
fields. It was ascertained that two-wire (strip) lines 
can be used both for measurement of  local intensity 
of  electromagnetic pulses and for measurement of  
space heterogeneities of  pulse electromagnetic fields.
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4. ABOUT FRACTAL GEOMETRY OF 
SPACE-TIME OF DETERMINISTIC 
STRUCTURES
S.A. Podosenov interested in not only theory of  
radiation of  pulse electromagnetic fields. Many works 
of  S.A. Podosenov were devoted to investigations in 
the field of  the relativity theory – investigation of  
space-time and classical fields of  bound structures. 
In particularly, jointly with prof. A.A. Potapov 
he investigated fractal space-time geometry of  
deterministic structures [4,5,53]. Briefly essence of  
this problem consists in following.

Usually when describing properties of  arbitrary 
deformed systems in the form of  continuum that 
in general case can be represented by fractals [2,3] 
either the field of  4-velocities (Euler’s view point) 
or the continuum motion law establishing the 
connection between Euler and Lagrangian variables 
is prescribed. Space-time is considered either flat in 
the case of  the special relativity theory (SRT) or the 
Riemannian one in the case of  the general relativity 
theory (GRT). In other words it is considered that 
any external non-gravitational fields do not curve 
space-time of  fractal deterministic structures. Its 
space-time geometry is remained flat. Only "space 
sections" are bent. Geometry of  that in general case 
is not a Euclidian one. Such a view point is the most 
spread in scientific literature on the relativity theory 
and it is supported by majority of  investigators.

V.I. Rodichev’s [61] and A.A. Vlasov’s [62] 
works differ from the standard interpretation. In 
[62, p. 326-327] considering the theory of  growth 
of  crystal, plasma and biological structures keeping 
their similarity the author concluded that growth 
of  such structures (fractals!) is possible in non-
Eucledian space-time.

Our approach is based on the development of  
Rodichev’s and Vlasov’s ideas. It consists in following. 
Let in a flat Minkowsky space-time with signature 
(+ - - -) continuum is at rest. In some moment   
force field of  any nature switches on (except the 
gravitational one) and continuum begins moving. 
In accordance with the classical version space-time 
properties remain unchanged.

Our version depends on the location of  the 
observer. If  the observer considers motion of  the 
medium from inertial reference frame (IRF) then for 
him fractal space-time geometry will be unchanged. 
For the observer connected with moving continuum 

that is being in noninertial reference frame (NRF) 
properties of  fractal space-time in general case can 
be changed. We admit that applying of  a force field 
for the observer locating in NRF can change space-
time properties transforming it in a curved one in 
the world tube.

Thus, for the NRF observer after application of  
the force field continuum will move in some space-
time. We want to determine the structure of  this 
space-time in accordance with the specified structure 
of  a force field and the continuum characteristics: a 
deformation velocity tensor Σμv, an angular velocity 
tensor Ωμv, a first curvature tensor of  world lines of  
medium particles Fμ.

For moving continuum in four-dimensional 
space-time with signature (+ - - -) the expansion is 
right

,V V Fµ ν µν µν µ ν∇ = Σ +Ω +  (10)
where Vμ is the field of  4-velocity satisfying the 
normalization condition

1,vg V Vµµν =  (11)
gμν is the metric tensor in the Euler frame of  
reference,

( ) ( ) ,v vV V Fµν µ µ∑ = ∇ −  (12)

[ ] [ ] ,v vV V Fµν µ µΩ = ∇ −  (13)

.v
vF V Vµ µ= ∇  (14)

Parentheses arounds indices are the symmetry 
sigh, and square brackets are the alternation sign. 
Greek indices are changed from zero to three, latin 
ones are changed from unit to three.

One can interpret expansion (10) from two view 
points.
1. We consider that the field of  4-velocity Vμ is known, 
for example, as a result of  integration of  relativistic 
Euler’s or Navier-Stokes’s equation at specified flat 
metric. In this case the continuum characteristics Σμν, 
Ωμν, Fμ can be obtained in accordance with formulae 
(12-14), and expansion (10) is a mathematical identity.
2. We consider functions Σμν, Ωμν, Fμ are specified. 
In this case expansion (10) turns into a system of  
differential equations relatively Vν and gμν. As the 
number of  equations of  system (10) and (11) exceeds 
the number of  unknown functions, integrability 
conditions should be fulfilled. Relation (15) will 
be an integrability condition for components of  
4-velocity
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2 2

.V V
x x x xσ σε ε

ν ν∂ ∂
=

∂ ∂ ∂ ∂
 (15)

To obtain the connection between geometrical 
and kinematic characteristics of  continuum we will 
calculate expression (16) in an explicit form

[ ] [ ]

,

2 2V V V

V
x x

ε σ ν ε σ ν

µ µ
µ ρ µ ρεν σν
σρ εν ερ σνε µσ

∇ = ∂ ∂ +

 ∂Γ ∂Γ
+ − +Γ −Γ ∂ 

Γ
∂

Γ
 (16)

where , , , , ,µ µ µ ρ µ ρ
εν σν σρ εν ερ σνΓ Γ Γ Γ Γ Γ  – are the 

Christoffel’s symbols expressed by the metric 
coefficients. From expression (16) taking into account 
(10-15) the structure equation of  deterministic 
fractal has the form:

, [ ] [ ] [ ]2 2 2 ( ).R V V Fµ
εσ ν µ ε σ ν ε σ ν ε σ ν= ∇ Σ + ∇ Ω + ∇  (17)

Integration of  system (10) and (17), where 
,Rµ

εσ ν  is the Riemann-Christoffel’s curvature tensor, 
gives the solution of  the problem about space-time 
geometry where NRF with prescribed structure is 
realized. 

Transition into the rotating reference frame 
(deterministic fractal) as it is proved in [1,53,63-
66], also results in pseudo-Riemannian space-time 
geometry.

However variety of  fractals can not be described 
only by Riemannian geometry. In [1,63] the structure 
equation for spaces of  metric connectivity with the 
curvature tensor differed from zero was obtained.

Thus, at the early 2000s owing to our works first 
a new problem area arose. It was called "Fractal 
geometry of  space-time of  deterministic structures" 
[1,4,5,53,63-66].

In our works [53,67-70] the Hausdorff-
Colombeau measure for negative fractal dimensions 
was introduced. Space-time is modelled as 
multifractal subset with positive and negative fractal 
measurements. The axiomatic quantum field theory 
in space-time with negative fractal dimensions is 
proposed. We showed that fractal nature of  quantum 
space-time with negative Hausdorff-Colombeau 
dimensions can solve the problem of  cosmological 
constant.

Works concerning the rotor Mössbauer 
experiment [71,72] were one of  the last works of  
S.A. Podosenov.

5.CONCLUSION
Theory of  pulse radiation from field-forming 
systems developed by S.A. Podosenov is the base for 
the analytical calculation of  radiation from travelling 
current waves.

A new analytical method of  field calculation in 
time domain permitting to determine electromagnetic 
fields from complex structures both in near zone 
and far one is proposed.

Developed method of  analytical calculation 
of  fields from travelling current waves taking into 
account reflections from fractures and redistribution 
of  currents in wires due to loss of  radiation energy 
was experimentally confirmed.

Simple analytical relations for calculation of  
antenna constructions of  main basic structures are 
presented. Developed mathematical apparatus can be 
used for calculation of  fields in EMP simulators and 
calculation of  V-antenna, radiation field of  a horn 
system, and for the calculation of  pulse radiation 
of  an antenna with a reflector. Ordinary personal 
computer can be used for these calculations.

An investigation of  propagation of  UWB pulses 
confirmed correctness of  the theory. Presented 
method has a great practice value and can be used to 
calculate of  pulse interaction of  strip lines in printed 
circuit boards.

The theory of  interaction of  a linear two-wire 
transmission line with an external electromagnetic 
field created by S.A. Podosenov was confirmed 
experimentally. It was used for calculation of  
interaction of  transmission lines with nonstationary 
heterogeneous electromagnetic fields. Two-wire 
(strip) lines can be used both for the measurement 
of  local EMP field strength and for the measurement 
of  space heterogeneities of  pulse electromagnetic 
fields.

Besides that at the early 2000s owing to our 
works first a new problem area arose. It was called 
"Fractal geometry of  space-time of  deterministic 
structures" [1,4,5,53,63-66] for problems of  
electrodynamics. In our works [53,63-66] Hausdorff-
Colombeau measure concerning negative fractal 
dimensions was introduced. Space-time is modelled 
as a multifractal subset with positive and negative 
fractal measurements. The axiomatic quantum field 
theory in space-time with negative fractal dimension 
is proposed.
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1. INTRODUCTION
Piezoelectric resonators are widely used in 
various fields of  science and technology, both 
as passive components of  electronic equipment 
[1] and as various sensors. These sensors are 
used to study the properties of  various liquids 

[2-8] and films [9-10], to analyze various gases 
in the air [11-15], to record specific biological 
reactions in aqueous environments [16-18], to 
create micro-movement detectors [19], etc.

It was previously shown that changing 
the electrical boundary conditions near the 
free side of  a piezoelectric resonator with 
a lateral electric field affects its parameters 
[19]. However, in practice during measuring 
the characteristics of  resonators of  this type 
in a wide frequency range, there are often 
the resonances the nature of  which is either 
unclear or difficult to analyze theoretically. 
In addition, it should be noted that the 
features of  excited oscillations in resonators 
must be analyzed not only theoretically, but 
also the theoretical data must be confirmed 
by experimental results. In this work, the 
features of  mechanical vibrations in a 
disk resonator with a longitudinal exciting 
electric field and in a rectangular resonator 
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with a lateral electric field are studied when 
their shear dimensions change.

The purpose of  this work is to investigate 
the influence of  the shear dimensions 
of  a piezoceramic disk resonator with a 
longitudinal electric field and a piezoceramic 
rectangular resonator with a lateral electric 
field on their main characteristics.

2. EXPERIMENTAL PROCEDURE 
AND EXPERIMENTAL RESULTS
2.1. the study of a disk resonator with 
a lonGitudinal electric field 
To carry out the research, a disk resonator 
with a longitudinal electric field based on 
piezoceramics PZTNV-1 (Aurora-ELMA 
LLC, Volgograd) with a diameter of  D = 
21.9 mm and a thickness of  1.945 mm was 
used. During the entire experiment, the 
diameter of  the disk resonator was changed 
by mechanical processing from 21.9 mm to 
14 mm in steps of  ~1 mm. For each value of  
the disk resonator diameter, the frequency 
dependences of  the real and imaginary parts 
of  the electrical impedance were measured. 
From the measured frequency dependences, 
the maximum values of  the real parts of  
the electrical impedance and admittance, as 
well as the resonant frequencies of  parallel 
and series resonances were determined. The 
dependences of  the resonant frequencies 
of  parallel (fpar) and series (fser) resonances 
on the resonator diameter (D) are presented 
in Fig. 1. The maximum values of  the real 
parts of  the electrical impedance (Rmax) and 

admittance (Gmax) as function of  diameter D 
are shown in Fig. 2. Fig. 1 shows that as the 
diameter decreases, the frequency of  both 
parallel and series resonances increases. 
The total relative change in these values is 
56% and 57%, respectively. The maximum 
value of  the real part of  the electrical 
impedance (Rmax) does not change as the 
disk diameter decreases from 22 to 17 mm, 
but then increases slightly as the diameter 
decreases from 17 to 14 mm (Fig. 2 (left)). 
The total relative change in this value is 
25% when the disk diameter changes from 
17 to 14 mm. The maximum value of  the 
real part of  the electrical admittance (Gmax) 
decreases from 60 to 20 mS with a decrease 
in the resonator diameter from 22 to 14 mm 
(Fig. 2 (right)). The total relative change 
in the maximum value of  the real part of  
the electrical admittance is 60%. Such a 
change in the characteristics of  the disk 
resonator, especially the resonant frequency 
of  the parallel resonance, with a decrease 
in its diameter indicates the excitation of  
mechanical vibrations of  the radial type.
2.2. the investiGation of a resonator 
with a lateral electric field

The resonator with the lateral electric field 
was manufactured in laboratory conditions 
from a rectangular PZT-19 piezoceramic 
plate with a thickness of  2.566 mm and 
shear dimensions of  19.9×17.86 mm2. 
Two rectangular aluminum electrodes with 
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Fig. 1. Experimental dependences of  the frequencies of  
parallel fpar (left) and serial fser (right) resonances on the 
diameter of  disk D of  a resonator with longitudinal electric 

field made on the basis of  PZTNV-1 piezoceramics 

Fig. 2. Experimental dependences of  the maximum values of  the 
real parts of  the electrical impedance Rmax (left) and admittance 
Gmax (right) on the diameter of  the disk D of  the resonator 
with longitudinal electric field made on the basis of  piezoceramics 

PZTNV-1.
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dimensions of  19.9×6.9 mm2 and a gap of  
4 mm between them were applied to one 
side of  the piezoceramic plate (Fig. 3). The 
polar axis of  the piezoelectric was oriented 
perpendicular to the gap. During the 
experiment, the largest shear dimension (H) 
of  the piezoceramic plate along the gap was 
changed by mechanically grinding from 19.9 
to 14.8 mm with a step of  ~1-2 mm. This 
process allowed to maintain the parallelism 
of  opposite faces and the integrity of  the 
resonator electrodes. For each plate length 
(H) of  the resonator probe, the frequency 
dependences of  the real and imaginary parts 
of  the electrical impedance were measured 
in the operating range of  50-300 kHz. 
From these dependencies, the values of  
the resonant frequencies and the maximum 
values of  the real parts of  the electrical 
impedance corresponding to each length of  
the resonator were determined for the three 
observed resonances in a given frequency 
range. The dependences of  the maximum 
value of  the real part of  the electrical 
impedance and the resonant frequency of  
the parallel resonance on the length of  the 
resonator for the three observed resonances 
are presented in Figs 4, 5, 6. Figs 4, 5, 6 
show that as the plate length decreases from 
19.9 to 14.8 mm, an increase in the resonant 
frequency is clearly observed for the three 
observed parallel resonances in the selected 
operating range. The maximum value of  
the real parts of  the electrical impedance 

increases with decreasing plate length for 
the first and third resonances (Figs. 4, 6) 
and decreases for the second resonance 
(Fig. 5). Relative changes in these values are 
presented in Table 1.
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Fig. 3. Layout of  the resonator with lateral electric field: 1 – 
plate of  piezoceramics PZT-19, 2 – electrodes.

Fig. 4. Experimental dependences of  the maximum value 
of  the real part of  the electrical impedance Rmax (left) and the 
frequency of  parallel resonance fpar (right) on the length H of  
the piezoceramic plate of  the resonator with lateral electric 

field for the first observed resonance.

Fig. 5. Experimental dependences of  the maximum value 
of  the real part of  the electrical impedance Rmax (left) and 
the frequency of  parallel resonance fpar (right) on the length H 
of  the piezoceramic plate of  the resonator with lateral electric 

field for the second observed resonance.

Fig. 6. Experimental dependences of  the maximum value 
of  the real part of  the electrical impedance Rmax (left) and 
the frequency of  parallel resonance fpar (right) on the length H 
of  the piezoceramic plate of  the resonator with lateral electric 

field for the third observed resonance

Table 1
Relative changes in the resonant frequency and 

the maximum value of the real part of the electrical 
impedance of the resonator with lateral electric field 

for each
Value First 

resonance
Second 

resonance
Third 

resonance

fpar 18% 15% 5%

Rmax 136% 69% 460%
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3. THEORETICAL ANALYSIS OF 
THE INFLUENCE OF THE SHEAR 
DIMENSIONS OF RESONATORS 
ON THEIR CHARACTERISTICS
Theoretical analysis of  the characteristics 
of  the resonator with longitudinal electric 
field for various values of  its diameter was 
carried out using a two-dimensional finite 
element method [10]. The dependences of  
the resonant frequencies of  parallel and 
series resonances (Fig. 7) and the maximum 
values of  the real parts of  the electrical 
impedance and admittance (Fig. 8) on the 
diameter of  the resonator were plotted. 
Comparison of  dependencies in Fig. 1 and 
Fig. 7, and ones in Fig. 2 and Fig. 8 indicates 
good agreement between the theoretical 
data and the experimental results. During 
the calculations, the material constants for 
the PZTNV-1 piezoceramics were taken 
from the reference book [20]. A similar 
theoretical analysis for the resonator with 
lateral electric field was not carried out, since 
the two-dimensional finite element method 

used does not allow taking into account the 
size of  the resonator in the third dimension, 
which changed during the experiment.

4. CONCLUSION
The influence of  the diameter of  a 
resonator with a longitudinal electric field, 
made of  PZTNV-1 piezoceramics, on its 
main characteristics, such as the resonant 
frequencies of  parallel and series resonances 
and the maximum values of  the real parts of  
the electrical impedance and admittance, has 
been studied experimentally and theoretically. 
It has been established that a change in the 
characteristics of  a disk resonator with 
a decrease in its diameter indicates the 
excitation of  mechanical vibrations of  the 
radial type, which is confirmed by theoretical 
analysis. Theoretical analysis was carried out 
using the finite element method. In addition, 
the influence of  the shear dimensions of  a 
resonator with lateral electric field made on 
the basis of  PZT-19 piezoceramics on its 
characteristics was experimentally studied. 
These characteristics are the parallel 
resonance frequency and the maximum value 
of  the real part of  the electrical impedance. 
It has been shown that decreasing the length 
of  the resonator with lateral electric field 
from 19.9 to 14.8 mm leads to an increase 
in the frequencies of  all observed parallel 
resonances. In this case, the maximum value 
of  the real part of  the electrical impedance 
increases with decreasing plate length for 
the first and third resonances and decreases 
for the second one.
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Fig. 8. Theoretical dependences of  the maximum values 
of  the real parts of  the electrical impedance Rmax (left) and 
admittance Gmax (right) on the diameter of  the disk D of  the 
resonator with longitudinal electric field made on the basis of  
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Fig. 7. Theoretical dependences of  the frequencies of  parallel 
fpar (left) and series fser (right) resonances on the diameter of  the 
disk D of  the resonator with longitudinal electric field made 

on the basis of  PZTNV-1 piezoceramics.
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1. INTRODUCTION
The determination of  the liquid level in closed 
tanks is an important technical problem [1,2]. Its 
solution is important both for the implementation 

of  biological liquid sensors and for industrial 
applications in the field of  nuclear energy, gas 
industry, etc. Various approaches are used to 
solve this problem. These approaches are based 
on the use of  fiber optic sensors [3,4], a laser 
beam reflected from the liquid/glass structure 
[5], acoustic waves excited by a laser or by  a 
piezoelectric transducer placed on the tank wall 
[6,7]. Depending on the problem being solved, 
these sensors can be placed either inside the 
liquid itself  [8,9] or outside [6,7]. One of  the most 
actively used methods is the use of  acoustic waves. 
In the case of  direct measurements, acoustic 
pulses reflected from the liquid-gas interface are 
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used to obtain information about the position of  
the liquid level [10]. In this case, an acoustic wave 
is generated by a transducer placed at the bottom 
of  the tank, passes through the tank walls and 
liquid, is reflected from the liquid-gas interface 
and returns to the trigger transducer. The delay 
time of  the reflected signal provides the necessary 
information. Other methods are based on the 
transmission of  an acoustic wave through the 
tank wall and liquid in the horizontal direction 
[10]. In this case, the output signal appears if  
the liquid level exceeds the distance between the 
input and output sensors.

This paper explores the possibility of  
determining the presence of  liquid using 
longitudinal bulk acoustic waves. The technique 
is based on the fundamental property of  
longitudinal bulk acoustic waves (BAW), namely, 
their inability to propagate in a gaseous medium 
due to strong absorption in the MHz range 
and, conversely, their ability to propagate in 
liquids. The possibility of  using BAW to analyze 
thermodynamic processes occurring during 
liquid freezing was also investigated.

2. DESIGN OF THE LIQUID LEVEL 
SENSOR BASED ON BAW AND THE 
OBTAINED RESULTS
Fig. 1 shows the design of  a liquid level 
sensor based on longitudinal bulk acoustic 

waves (BAW). The sensor consists of  an 
emitter, a liquid cell and an ultrasound 
receiver at frequencies from 1 to 37 MHz. 
The distance between the transducers was 
5.3 mm. The impulse responses are shown 
in Fig. 2. In the absence of  liquid (the cell 
is filled with air), the output signal of  the 
sensor at the sample exit is zero due to the 
high absorption of  ultrasound in the air (Fig. 
2a). When the liquid reaches a certain level 
and blocks the path of  propagation of  the 
ultrasonic beam, the longitudinal wave begins 
to propagate from the emitter to the receiver, 
and the signal S12(τL) is recorded at the sensor 
output, the delay of  which τL(lq) corresponds 
to the velocity of  the longitudinal wave 
VL(lq) in this liquids (Fig. 2b). Based on the 
delay of  the acoustic signal, its amplitude 
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Fig. 1. Schematic representation of  an experimental 
sample based on longitudinal volumetric acoustic waves, 
intended for recording the liquid level. 1 – emitter, 2 – 

receiver, 3 – cell.

                                          a                                                                                   b
Fig. 2. Pulse responses at the output of  the experimental sample for recording the liquid level, measured using an 
E5061B quadripole analyzer operating in the amplitude-time format. (a) – low liquid level (Fig. 1, left), (b) – high 

liquid level (Fig. 1, right). The distance between the converters is 5.3 mm.
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and the size of  the cell, the velocity VL and 
attenuation of  longitudinal (L) BAW in water 
were determined: VL(H2O) = 1480 km/s and 
attenuation coefficient αL(H2O) = 1.9 dB/mm 
(at 30 MHz). The results obtained coincide 
with the literature values [11].

3. SENSOR FOR NON-CONTACT 
STUDY OF EXO-, ENDO- AND 
ISOTHERMAL PROCESSES 
ACCOMPANYING PHASE 
TRANSITIONS LIQUID-ICE AND 
ICE-LIQUID
The experimental technique for non-contact 
study of  exo-(ΔT > 0), endo-(ΔT < 0) and 
iso(ΔT = 0)thermal processes accompanying 
liquid-ice and ice-liquid phase transitions 
was based on the sample shown in Fig. 3. It 
consisted of  a silicon rod (10×10×50 mm3), 
a cell made of  thermal insulating material 
(Teflon) (diameter 5 mm, height 10 mm, 
thickness 1.5 mm) and two ceramic transducers 
glued to the rod with salol. A sample of  the 
liquid, the phase transition of  which was being 
studied, was injected with a syringe through 
the upper surface of  the cell, after which 
this surface was isolated from the external 
environment (covered). Heat transfer through 
the side walls of  the cell was also prevented 

by the poor thermal conductivity of  Teflon, 
so that the liquid was in contact only with 
the upper surface of  the silicon. The nature 
of  the phase transition of  liquid into ice was 
controlled by the change in temperature ΔT 
of  the test sample as the sample cooled.

The sample, together with the rod and 
transducers, cooled to a temperature below 
the phase transition temperature, was probed 
at a certain distance from the silicon end with 
a bulk acoustic wave with known sensitivity to 
temperature. The change in liquid temperature 
ΔT during the ice formation process (if  any) 
was transmitted practically unchanged to the 
internal regions of  the silicon rod due to its 
high temperature conductivity, which led to a 
change in the speed ΔV and phase Δφ of  the 
probing acoustic wave. The value of  ΔT was 
determined from the known relation [12]
ΔT = (1/ТCV) (ΔV/V) = (1/ТCV)(Δφ/φ),   (1)
where TCV is the temperature coefficient of  
the velocityof  the probing wave in silicon, 
close to the temperature coefficient of  delay 
of  the wave TCD (known), V, φ are the 
velocity and phase of  this wave (known), 
ΔV, Δφ are changes in velocity and phase, 
which are measured using a network analyzer 
KEYSIGHT E5061B in phase mode.

SENSORS FOR LIQUID LEVEL AND ANALYSIS OF THERMODYNAMIC 
PROCESSES DURING ITS FREEZING BASED ON BULK ACOUSTIC WAVES

Fig. 3. Schematic representation (a) and photograph (b) of  an experimental sample for non-contact study of  exo-
(ΔT > 0), endo-(ΔT < 0) and iso-(ΔT = 0)thermal processes accompanying liquid-ice phase transitions-liquid. 

1 – test sample, 2 – silicon rod, 3 – emitter, 4 – receiver.

                                             a                                                                              b
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To account for temperature changes in the 
adhesions between the transducers and the 
rod, as well as in transducers that are pressed 
piezoceramics, similar measurements were 
previously carried out without the test sample 
and the values of  the output signals with 
and without the test liquids were subtracted. 
Distilled water was used as the test liquid. 
Salol was used to glue ceramic converters 
to a silicon rod. The measurement accuracy, 
which was mainly determined by the quality 
of  the acoustic contact (bonding) between 
the piezoelectric transducers and the silicon 
rod, is estimated to be ±1°C.

Fig. 4 shows the measurement results. 
The experiment used ceramic transducers 
of  longitudinal body waves at 10 MHz with 
a wavelength λ = VL/f = 0.85 mm. Since 
the length of  the rod in the direction of  
wave propagation was L = 10 mm, the total 
phase shift between the transducers was φ0 
= 360°(L/λ) = 360°(10 mm/0.85 mm) = 
4235°.

The measurement procedure was as follows. 
At the first stage, the temperature delay 
coefficient TCD of  a longitudinal acoustic 
wave was measured in a silicon rod with 
ceramic transducers and gluing in the absence 
of  a test liquid: when the sample was cooled, 

for example, from T = +20°C to T = –15°C, 
the phase change was Δφ = 53.1° (Fig. 4, solid 
line). Therefore, the TCD of  the rod with 
ceramic converters and gluing was equal to 
(1/ΔТ)(Δφ/φ0) = (1/35°С)(51.13°/4235°) 
= +345 ppm/°C. For comparison, the same 
coefficient for longitudinal BAW in silicon 
without converters and gluing is an order of  
magnitude lower and amounts to only +32.7 
ppm/°C [13].

At the second stage, a similar change in 
the phase of  the wave was measured when 
a rod with water on its upper surface was 
cooled. Water was transformed into ice, 
which gave an additional change in phase 
Δφ by –0.16° compared to a clean rod 
(Fig. 4, dotted line). Hence, the additional 
temperature change associated with the 
water-ice phase transition is ΔТ = (1/TCD)
(Δφ/φ0) = (1/345ppm/°C)(–0.16°/4235°) 
= –0.1°C or the value, close to zero (ΔТ 
≈ 0°C) – the water-ice phase transition, as it 
should be, is isothermal [11].

Thus, non-contact studies of  thermal 
processes accompanying liquid-ice and ice-
liquid phase transitions under conditions 
of  thermal contact of  the object under 
study only with the measuring element are 
possible using volumetric acoustic waves. 
The measurement accuracy is low (±1°C) 
and is mainly determined by the quality of  
the acoustic contact of  the piezoelectric 
transducers with the silicon rod and thermal 
losses. To minimize the bonding effect, 
measurements with pure silicon should 
be carried out immediately before testing 
each liquid, and to minimize thermal loss, 
piezoelectric transducers should be located 
in close proximity to the interface with 
the substance being tested. Approbation 
of  the methodology has shown that the 
phase transition process for distilled water, 
as it should be, is isothermal (ΔT ≈ 0°C), 
However, small values of  the accompanying 
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Fig. 4. Phase responses of  longitudinal acoustic waves 
measured in air (black line) and during the water-ice 

phase transition (blue dashed line).
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temperature variations ΔT are determined 
with low accuracy ±1°C.

More reliable measurements of  ΔT using 
the developed method are possible only 
for phase transitions that are accompanied 
by more significant temperature changes 
│ΔТ│≥ 5°C.

4. CONCLUSION
The propagation of  longitudinal bulk acoustic 
waves in liquids with much less attenuation 
than in gaseous media makes it possible to 
record the excess or fall of  the liquid level 
relative to a given value.

Temperature changes in the velocity of  the 
bulk acoustic wave probing the silicon rod in 
depth make it possible to record the nature 
of  the thermal processes accompanying the 
phase transition on the surface of  the rod. The 
disadvantage of  using bulkacoustic waves to 
detect liquid-ice phase transitions is the need 
to take into account temperature changes in 
electromechanical transducers and gluing the 
transducers to a liquid cell.
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1. INTRODUCTION
When developing highly complex systems, a 
number of  fundamental issues arise, the solution 
of  which determines the appearance of  the 
system and ways to further enhance it. Developing 
a trajectory radio interferometric system involves 
the following fundamental steps: elaboration of  
the trajectory tracking method for spacecrafts 
(SC); due consideration of  specifics associated 

with gathering and processing information 
about current navigational parameters (ICNP) 
of  spacecrafts; ensuring synchronization of  
remote time scales at the radio interferometer 
monitoring stations.

Synchronization of  time scales in the 
proposed method is achieved by the use of  a 
geostationary SC in order to reduce the errors 
associated with the movement of  the SC relative 
to the reference points.

Signal exchange procedure is to be structured 
in such a way as to mainly eliminate the delays 
associated with the formation and propagation 
of  signals. In this case, the synchronization 
accuracy will depend on the parameters of  the 
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onboard radio complex (RC), type of  signal, and 
accuracy of  time interval measurements.

Signal exchanged between the stations of  
an ultra-long baseline interferometer (ULBI) 
must be a broadband noise-like signal (BNLS) 
synchronized with frequency and time reference 
standards.

Stability of  onboard RC oscillators the 
ground-based RC oscillators shall ensure such 
coherent accumulation time at the output of  the 
ground-based RC receiver that would achieve 
the desired signal-to-noise ratio.

Time delays of  the space source (SS) 
required to calculate the clock difference must 
be measured using correlation signal processing 
similar to that used in radio interferometry, 
which yields the highest measurement accuracy.

2. MAIN PART
Considering relatively simple design (in 
particular, for synchronization of  radio signals), 
it seems appropriate to place the onboard RC of  
the spacecraft ULBI system on the geostationary 
orbit [2,3]. Geometric interpretation of  the 
proposed trajectory tracking method is the double 
difference in the propagation time of  radio 
signals from the SC, reference SC and reference 
SS (see Fig. 1). Then ULBI measurements can 
be represented as
∆T = ∆TSC – ∆TSC0 = (t1 – t2 ) – (t3 – t4),
where ∆TSC = (t1 – t2) is time difference between 
t1 (signal propagation time between ground RC 
and target SC) and t2 (time between target SC 
and reference SC).
∆TSC = t1 – t2 = (Bcosα)/c,
where α is an angle between the baseline and 
direction of  the  target SC; c is the speed of  light, 
c = 2.99792458∙108 m/s; B is the measurement 
baseline; ∆TSC0 = (t3 – t4 ) is the time difference 
of  signal propagation between the ground-based 
RC and reference SS, and between reference SS 
and reference SC.

∆TSC0 can be calculated using the following 
formula

∆TSC0 = t3 – t4 = Bcos(α-α_1)/c,
where α1 is an angle between direction of  the 
reference SC to the target SC and direction of  
the reference SC to the reference SS.

With a sufficient degree of  accuracy 
for measurement error ∆T, the following 
approximation will hold true

1 sin .BT
c

α α∆ = −  (1)

Therefore the ratio for calculating an angular 
inclination of  the SC relative to the reference SC 
(as projected onto the baseline) according to the 
∆T measurement will be as follows

1 .
sin

c T
B

α
α

∆
=  (2)

It can be seen from expression (2) that 
measurement error for angle α1 is proportionally 
dependent on ∆T measurement error and for a 
given accuracy it will decrease as the value of  
Bsinα increases. To achieve the highest possible 
accuracy in spacecraft trajectory measurements, 
it is desirable that the baseline length B and angle 
α are as large as possible.
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Fig. 1. Geometrical interpretation of  the trajectory 
interferometric system.
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Given the fact that the reference SC is 
located on the geostationary orbit, the proposed 
trajectory measurement method helps achieve 
the measurement baseline that significantly 
exceeds the maximum possible baseline when 
only ground-based RCs are used in ULBI 
measurements.

At the same time, if  trajectory measurements 
are made from one baseline, then SC localization 
area on the celestial sphere is represented by a 
strip, width of  which is determined by the error 
α1 (along the baseline projection). When two 
intersecting baselines are used (with the second 
baseline represented by the distance between 
the ground-based RC and the reference SS or 
reference SC) the spacecraft localization area 
is determined by the intersection of  the strips 
described above. Moreover, if  we introduce 
the following notations: 1α′  are the errors of  
measuring the angular position of  the SC along 
the first baseline, α2 are the errors of  measuring 
the angular position of  the SC along the second 
baseline, and α3 is the angle of  baseline direction 
intersection, then the maximum distances 
between the boundaries of  the localization 
area, measured by two orthogonal directions 
(arbitrarily considering the direction α1 as the 
first one) will be determined by the following 
values:
— α1 in the first direction;
— [α1 + α1cosα3]/sinα3 in the second direction.
The minimum uncertainty of  the SC localization 
area in both directions will be when the baseline 
directions are orthogonal, i.e.
α3 = π/2.

ULBI measurements from two intersecting 
baselines yielding the angular position of  the 
object on the celestial sphere are supplemented 
by the measurement of  the third coordinate, 
i.e. distance to the SC. In this case, a complete 
spatial definition of  the SC is achieved, which is 
very valuable for the operation of  space systems. 
In the limiting case, use of  even two such triples 

of  measurements makes it possible to solve the 
navigational problem of  SC control.

Creation of  a trajectory radio interferometer 
is largely dependent on proper selection of  the 
RCs used for measurements and, in particular, 
their antenna systems. This is due to the fact that 
not only the coordinate-spatial characteristics of  
the SC are measured, but also the spatiotemporal 
characteristics of  the reference SS.

Signal-to-noise ratio in ULBI measurements 
is determined by the expression

1 2
2 ,s

n

fTh o o S
kT

π∆
=  (3)

where o1, o2 are the diameters of  the antennas 
used, with surface area utilization factors equal 
to 0.5; Ss is spectral flux density of  a point 
source (radio emission from a SS or SC); ∆f is 
registration band; T is signal accumulation time;
TN is noise temperature of  the ground-based RC;
k is the Boltzmann constant.

It is clear from expression (3) that RCs with 
large diameter antennas are required in order to 
increase the signal-to-noise ratio. However, in 
the proposed trajectory radio interferometric 
system, one of  the monitoring stations is 
located on board the reference SC. Therefore, 
increasing the size of  the antenna of  this RC is 
a complex and expensive task. In this regard, it 
seems appropriate to increase the diameter of  
the antenna of  ground-based RCs. Of  particular 
interest in this case are the RCs, which are already 
involved in SC control operations.

The analysis performed gives us grounds 
to assert that it is appropriate to use a RT-70 
antenna for a trajectory radio interferometric 
system.

RT-70 antenna [4] is located at the point 
with coordinates 45°11'N and 33°11'E and it 
is of  full-revolving Gregory type with a quasi-
parabolic main mirror of  70 m and a field of  
view of  0° to 360° in azimuth plane and 6° to 
90° in elevation plane. Main specifications of  

METHOD FOR DETERMINING SPACECRAFT MOTION 
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the monitoring station equipped with the RT-70 
antenna are given in [4,5].

Before we start reviewing astrophysical 
aspects affecting selection of  the SS, we will 
briefly analyze parameters and specifics of  the 
RT-70 antenna application for receiving SS 
signals, while taking into account the data in 
Table 1.

For estimates in the spectral measurement 
mode, we will set the radial velocity resolution 
∆V = 1 km/s, from which the spectral 
resolution and corresponding analysis bandwidth 
depending on the frequency will be calculated by 
the following formula

.L
Vv v v
c
∆

∆ = ∆ =

In this measurement mode, typical 
integration time is approximately 1 hour. For 
continuum estimates, it would be appropriate 
to set an integration constant of  1 s. We will 
use two analysis bandwidth options:  B1 = 
5 MHz (available at the moment, for example, 
at a frequency of  6 GHz) and prospective B2, 
the provision of  which is quite realistic. Time 
required for a point source to pass through 
the radiation pattern was estimated from the 
expression

min ,
15

t ∆Θ
=

where ∆Θ is beamwidth, measured in arcminutes.
Calculation results for the limiting parameters of  
radio astronomical values are given in Table 1.

As expected for this antenna, the limiting 
parameters of  the radio astronomical values 
are adequate. We will also find out how well the 

ground-based RC is matched in terms of  spatial 
resolution and sensitivity resolution. For the 
purpose of  estimation, we will use a 5-cm wave 
because the best parameters of  the system are 
achieved at this wavelength [4].

Number of  sources that are identifiable 
by a ground-based RC along a hemisphere is 
approximately estimated by the formula

6
2

2(r) 0.1 10 .N π
= =

∆Θ
Based on the analysis of  the available statistical 

data for the sources, as well as their spectra, and 
models of  the Universe, it is known that the 
number of  sources with flux densities of  5 to 20 
mJy does not exceed N(d) = 107…106 which is 
close to the value of  N(r), which indicates almost 
optimal matching of  the instrument in terms 
of  sensitivity and resolution. Some excess of  
sensitivity is not harmful, because for studies of, 
for example, lines or pulsars, the "entanglement" 
effect is not so dangerous due to availability of  
such additional criteria for distinguishing such as 
frequency and time.

Thus, the use of  the RT-70 antenna for 
the ground-based RC of  the trajectory radio 
interferometric system makes it possible to 
use galactic and extragalactic SSs as reference 
objects and, moreover, will ensure reception 
and processing of  uncontrolled radiation signals 
from onboard equipment to obtain trajectory 
and identification information about the SC [6].

The main difference between the proposed 
method for gathering information about the 
current navigation parameters of  SCs and 
existing systems is the use of  a satellite channel 
for reception and transmission of  information 
between the ground-based RC and the reference 
SC, as well as between the ground-based RC and 
target SC, and between the reference SC and 
target SC. Moreover, data from the reference 
SSs and from the reference SC also come via 
satellite communication channels. Given that 
these channels, in addition to information about 
the space-time position of  the SS, the reference 
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Table 1
Calculation results of limiting parameters of radio 

astronomical values for RT-70
Operating 
frequency, 

MHz

B2,
MHz

Smin, Jy Tmin, K t, s ∆vL, 
kHz

TLmin,
КB1 B2 B1 B2

740 20 0.10 0.05 0.10 0.05 165 2.5 0.07

930 50 0.05 0.02 0.05 0.02 130 3.1 0.04

1668 100 0.03 0.006 0.04 0.01 75 5.6 0.02

5008 100 0.02 0.005 0.04 0.01 25 16.7 0.01

5885 100 0.02 0.005 0.04 0.01 20 19.6 0.01
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and target SC of  the ULBI system, also transmit 
program-command and telemetry information 
used for controlling the SCs involved, tense 
energy relation arise both along the Earth to SC 
path and SC to the Earth path. This circumstance 
necessitates the analysis of  the specifics 
associated with collection of  information about 
current navigation parameters (ICNP) in the 
ULBI system including selection of  the main 
parameters, as well as energy calculation of  the 
entire trajectory radio interferometric system, 
and optimization of  areas serviced by the 
reference SC.

To obtain information about the current 
navigation parameters of  the SC, it is appropriate 
to use uncontrolled radiation signals (URS) 
(leaking through the waveguide radiation paths 
of  permanently functioning blocks of  onboard 
equipment: master oscillators, local oscillators, 
etc.) from these SCs. Then the reference SC must 
ensure transmission of  the following 6 channels 
to the ground-based RC: a command radio link 
to the target (controlled) SC, a trajectory radio 
link from the target SC, a special (according to 
functional layout) radio link from the target SC, 
a command radio link to the reference SC, a 
trajectory radio link from the reference SC, as 
well as radio links for receiving signals from the 
reference SS.

To serve as a reference SC we find it suitable 
to use a geostationary satellite with a 11/14 GHz 
repeater transponder (Fig. 2)[7].

Radio signals received by the onboard antenna 
pass through a preliminary low-noise amplifier 
(LNA) and a band-pass channel filter used to 
separate the transponders and to decouple the 
receiving path from the transmitting path of  
the SC. Additional amplification and clipping is 

performed to bring the signals in each transponder 
to the proper level. Gain control is carried out 
via a command radio link from a ground-based 
RC. The signals are then transported down the 
frequency and amplified by the traveling-wave 
tube (TWT) amplifier. If  there are several signals 
at the TWT input, non-linear distortions in the 
frequency band may occur. To avoid this, the 
input power level is reduced to the required level 
by means of  an adjustable amplifier (AA). An 
amplitude limiter (AL) can be installed at the 
input of  the TWT amplifier (TWTA) to prevent 
the amplifier from being overloaded by the peak 
value of  the signal.

Thus, the onboard RC of  a reference 
SC is a complex radio device, which can be 
modelled by an inertial nonlinear system 
with distributed parameters [7]. Such systems 
are extremely time consuming to analyze, 
so we will use a simplified model featuring 
localized linear inertial part (band-pass filter), 
nonlinear inertia-free part (limiter) and the 
nonlinear inertial part (source of  amplitude-
phase conversion). Each of  these parts and all 
of  them together cause a number of  effects 
that lead to a decrease in the noise immunity 
and throughput of  the RC.

We are to calculate the frequency parameters 
of  the six-channel signal of  the RC onboard 
the reference SC. According to the well-known 
technique [7], we will first calculate the minimum 
frequency band needed to transmit single-
channel information at a rate of  ν = 4.5 Mbps by 
using the double phase-shift modulation (PSM). 
This band is equal to

6
min 1.5 3.375 10 .

2
vf∆ = = ⋅

We will assume that the allowable energy loss of  
the model in relation to the signal energy to the 
noise power spectral density ∆h is equal to 0.7. 
This loss corresponds to ∆a equivalent value, by 
which the signal amplitude must be reduced to 
account for additional losses. Values ∆a/a and 
∆h are related by the following formula [8]
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Fig. 2. Block diagram of  a repeater transponder on the 
reference SC.
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α
α ∆

−

∆
=  (4)

Now it is possible to formulate requirements 
that a filter must adhere to in order to achieve the 
calculated value of  ∆a/a. Attenuation δk(Ω) of  
a kth-order filter at the normalized frequency Ω 
depending on ∆a/a is calculated by the following 
formula [7]

( ) 20lg .
0.84k

αδ Ω
α

∆
= −  (5)

At ∆h = 0.7, formulas (4) and (5) will give us 
the following results

0.7
201 10 0.077,

0.077( ) 20lg 20.8 .
0.84k dB

α
α

δ Ω

−∆
= ÷ =

= − =

Attenuation of  20.8 dB is achievable by 
using a 4th-order Butterworth filter at a relative 
frequency Ω of  1.7 [9].

After having selected characteristics of  
the filters that provide proper filtering of  the 
channels, it is possible to lay out channeling 
arrangement in the frequency spectrum of  the 
transponder and size of  the guard bands. We will 
denote frequency band of  each channel as ∆f, 
filtering band as ∆fp, and the value equal to (∆fp 
+ ∆f/2) as δf. In [8], the following formulas are 
given to calculate these values
∆f  = A∆F – Cδf,          (6)
where A = 2/(n + 1), C = 2(n – 1)/(n + 1); n is 
number of  channels; ∆F is frequency band of  
the transponder being part of  RC onboard the 
reference SC.

To account for frequency response 
unevenness at the ends of  the transponder 
spectrum, we will take ∆F as 32 MHz. At the 
ends of  the transponder spectrum, narrow-
band channels for transmitting service 
information can be placed, for which the 
unevenness of  the magnitude response and 
phase response in the channel band will be 
less significant.

Parameter δf can be calculated as follows [7]

( ) (

( ) ( ) )
0 0

2
0 0 0

1 2
2 1

2 4 1 ,

f f C f A F
C

f C f A F A ff C

δ = − × + Ω − Ω∆ +
− Ω

+ + Ω − Ω∆ + Ω∆ + Ω
 (7)

where f0 is central frequency of  the modem that 
is equal to 20 MHz.

Inserting Ω = 1.7 into (6) and (7) gives us 
δf  = 3.4 MHz , ∆f = 4 MHz, ∆fp = 1.6 MHz. 
It is known [7] that the standard intermediate 
frequency in the satellite channel is 70 MHz, and 
f0 = 20 MHz is the intermediate frequency of  
the modem at which the signals are filtered. The 
modems are fitted with frequency converters, in 
which the signal spectrum translation is carried 
out.

Location of  subchannels in the frequency 
transponder of  the onboard RC on the reference 
SC relative to the intermediate frequency (or 
"frequency plan") is shown in Fig. 3.

Distance between the carriers is 5.6 MHz, 
and the bandwidth allocated to each of  the six 
data transmission subchannels is 4 MHz. Guard 
bands are placed at the ends of  the transponder 
spectrum, in one of  which a relatively narrow-
band service communication channel is located 
at a frequency of  87.6 MHz.

Thus, using one transponder of  the reference 
SC, it is possible to create an information system 
for ULBI (ground-based RC — onboard RC) 
with a total speed of  about 30 Mbps. Noise 
immunity of  such system depends, on the one 
hand, on the coding algorithms, modulation, and 
signal processing, and, on the other hand, on the 
parameters and statistical characteristics of  the 
signal and noises in the radio channel.
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Fig. 3. Frequency plan of  the six-channel complex.

Data transmission subchannels
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Accuracy of  synchronization of  the remote 
clocks via a satellite radio communication 
signal also depends on the signal used, its 
processing methods and signal-to-noise ratio 
at the ends of  the satellite link. This physically 
understandable commonness made it possible 
to develop a unified method for analyzing 
noise immunity and potential synchronization 
accuracy of  ULBI.

Fig. 4 shows a diagram describing how 
current navigation parameters of  the SC are 
collected and processed.

Onboard RC is placed on the geostationary 
orbit within visibility area of  the ground RC. The 
reference SS is located in the same area. Flight 
control center (FCC) receives all information 
flows from the ground RC with subsequent 
processing of  these information flows. At 
the same time, FCC generates command 
and program information for controlling the 
target and reference SCs, as well as navigation 
information for the ground and onboard RCs to 
ensure this control.

Given the existing requirements for such 
systems [13,14], the reliability of  information 
reception is:
— radio astronomy of  10-3;
— command-trajectory and telemetry of  10-6;
— service communication - 10-6.
where SS is space source; R is reference 
spacecraft; TS is target spacecraft; T is trajectory 
signal of  the onboard RC; NC is non-controlled 
radiation signal from the onboard RC; S is space 
source signal; TA is target assignment for RC 
antennas.

Specified reliability is to be ensured when 
working in sessions throughout 95% of  the year.

Information is exchanged via an onboard RC 
combined with a system of  the Luch type of  a 
geostationary SC in the 11/14 GHz band.

Main technical specifications of  the Luch 
system are given in [7,14].

Further calculations were made for an 
onboard RC equipped with the Luch system.

We decided to use Luch-type SC as a reference 
SC where onboard RC is placed, with SC being 
located on the geostationary orbit with location 
points of  80°E, 90°E, 95°E, which is suitable 
for the previously selected region where ground-
based RC will be located. [7,16]

In this case, the ground-based RC is in the 
service area with field level of  –2 to –3 dB, which 
makes it possible to  thoroughly study these three 
options for placement of  the reference SC.

The next step of  the study is to calculate the 
radiation power flux density of  the earlier selected 
reference SCs at the location of  the ground-based 
ULBI RC, while considering instability of  the 
position of  the SC and its antennas. This step is 
applicable not only to the target SCs, but also to 
geostationary reference SCs, which not only shift 
relative to the calculated location point, but also 
experience oscillatory movements, thus altering 
the exposure level onto the Earth's surface. This 
effect is especially strong at the border of  the 
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Fig. 4. Collection and processing of  ICNP of  SC.
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service areas. Input data for the calculation are 
given in Table 2.

To account for this specific effect, calculations 
were made according to the technique described 
in [15].

For each given point, the values of  the SC 
power flux density near the Earth’s surface were 
calculated at its normal position in the orbit 
(Wnom), as well as the lowest (Wmin) and largest 
(Wmax) values arising from fluctuations in the 
position of  the SC and onboard antenna within 
the specified parameters.

Calculations were performed for the "clear 
sky" conditions (without intense rains), which, as 
shown by special studies of  attenuation statistics 
on ULBI satellite lines, corresponds to 95% of  
the time of  the year.

Table 3 shows calculation results for the 
ground-based RC with coordinates 43°11'20" 
and 33°11'13" (Evpatoria).

To ensure fairness of  further research it 
seems reasonable to choose a reference ULBI 
SC with average values of  the power flux density 

near the Earth's surface, i.e. with coordinates 
90°E (western beam) at standardized aiming 
point positions of  the onboard antennas.

Energy calculation of  the radio link of  
the ULBI trajectory measurement system was 
carried out for the single-signal operating mode 
of  the onboard RC.

Analysis of  the discrepancy between the 
results of  preliminary and final calculations 
showed that Wnom ≈ (1±2) dB, i.e. the calculation 
accuracy satisfies the existing requirements 
for similar systems [7]. In this case, the last 
calculation should be considered more reliable 
(see Table 2), however, it is necessary to take 
into account from Table 3 the magnitude of  the 
decrease in Wnom  down to Wmin (resulting from 
antenna holding and aiming errors at the center 
of  the service area) and adjust the final results 
accordingly in order to perform the worst-case 
calculations in the future.

Optimization of  the service areas of  the 
reference SC is of  particular importance for 
the ULBI trajectory system. The calculations 
performed showed that at the currently accepted 
aiming points of  the antennas of  the onboard 
RC Luch, the requirements for service areas of  
the ULBI trajectory system are fulfilled only by 
the western beam of  the reference SC located at 
90°E.

However, even this aiming point is not 
optimal for passing target SCs, therefore, in 
the proposed system we find it suitable to 
provide for the possibility of  using another 
reference SC.

3. CONCLUSIONS
Analysis of  the obtained results leads to two 
important conclusions:

1. Selection of  any of  the above aiming points 
for all SCs makes it possible to have only one 
reference SC suitable for the ULBI trajectory 
system.

2. It is impossible to find such a single aiming 
point, at which at least two reference SCs could 
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Table 2
Input data

Parameter Value

Roll angle, deg. 0.42

Pitch angle, deg. 0.33

Yaw angle, deg. 1.16

Longitude shift angle, deg. 0.3

Latitude shift angle, deg. 1.55

Angle of initial rotation of the antenna, deg. 0

Antenna gain 1000

Antenna pattern opening angle at –3 dB level, deg. 5

Antenna beam shape sinx/x

Onboard transmitter power, W 15

Losses in antenna and waveguide transmission line 
during transmission, dB

2

Table 3
Calculation results

Location Signal levels, dB W/m2

Wmin Wnom Wmax

80° –126.9 –125.8 –125.1

90° –129.1 –121.6 –126.6

95° –131.6 –129.7 –128.1
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be used simultaneously for the needs of  the 
system.

Thus, to make it possible for the ULBI 
trajectory system to use 2 or 3 SCs for operation, 
it is necessary to make arrangements to ensure 
that position of  the onboard RC antennas can 
be adjusted by a command from the ground-
based RC. At the same time, optimization of  the 
aiming points of  reference SCs makes it possible 
to double the number of  target SCs suitable for 
use in the ULBI trajectory system.

However as noted earlier, to ensure 
operation of  such system it is necessary 
to achieve the required accuracy of  
synchronization of  time scales in the ground-
space radio interferometer.
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parameters. The proposed antenna is designed to work at 2.4 GHz frequency 
band. A half  power beam width (HPBW) of  57°. A bandwidth of  around 7.7% is 
attained. This may have been brought about by poor impedance matching and a 
high level of  surface waves. A way of  improving the bandwidth would have been 
to use proximity coupling feeding method which offers the highest bandwidth 
and is somewhat easy to model and has low spurious radiation. However, its 
fabrication would have been more difficult. A directivity of  2.01 dB is achieved. 
This is a fairly high though directivity increase could have been studied through use 
of  different substrate material and thickness. Adjusting length and width of  narrow 
slot loop antenna will influence on the resonance frequency and bandwidth. By 
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1. INTRODUCTION
An antenna is generally a bidirectional 
device, that is, the power through the 
antenna can flow in both directions, 
coupling electromagnetic energy from 
the transmitter to free space and from 
free space to the receiver, and hence 
it works as a transmitting as well as a 
receiving device, that is, by reciprocity. 
Transmission lines are used to transfer 
electromagnetic energy from one point 
to another within a circuit and this 
mode of  energy transfer is generally 
known as guided wave propagation. An 
antenna can be thought of  as a mode 
transformer which transforms a guided-
wave field distribution into a radiated-
wave field distribution.

A slot antenna consists of  a metal 
surface, usually a flat plate, with a hole 
or slot cut out. When the plate is driven 
as an antenna by a driving frequency, 
the slot radiates electromagnetic waves 
in a way similar to a dipole antenna. 
The shape and size of  the slot, as well 
as the driving frequency, determine 
the radiation distribution pattern. A 
slot antenna's main advantages are 
its size, design simplicity, robustness, 
mechanically robust when mounted 
on rigid surfaces, compatible with 

monolithic microwave integrated 
circuit (MMIC) designs and convenient 
adaptation to mass production using 
PC board technology. Unique features 
of  these antennas are horizontal 
polarization and omnidirectional gain 
around the azimuth. Slot antennas 
exhibit wider bandwidth which is 
approximately 10-20%, lower dispersion 
and lower radiation loss compared to 
micro-strip antennas. The slot antennas 
can be fed by micro-strip line, slot line 
or Coplanar Waveguide (CPW). In this 
paper, the design of  slot antenna is fed 
by micro-strip line.

In a conventional micro-strip line-fed 
slot antenna, a narrow rectangular slot 
is cut in the ground plane and the slot is 
excited by a micro-strip feed line with a 
short or an open termination. With this 
feed configuration, a good impedance 
match has been achieved with a narrow 
slot, and a bandwidth of  approximately 
7.7% has been obtained. However, 
as the width of  the slot increases, the 
radiation resistance of  the slot antenna 
also increases proportionately. This, in 
turn, reduces the impedance bandwidth 
of  the antenna, even though the size of  
the slot is larger. There is a possibility 
of  increasing the bandwidth of  a wide 
slot antenna by terminating the open 
end of  the feed line within the width of  
the slot, although substantial bandwidth 
improvement has not been achieved. 
The conventional feeding structures of  
conventional transverse slot antennas 
are center feeding and offset feeding. 
The center feed has a larger value of  
radiation impedance than an offset feed. 
It means that the bandwidth of  a center 
feed antenna is less than for an offset 
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fed antenna. Some works discuss the 
design of  slot antenna can be found in 
[1-6].

2. DESIGN METHODOLOGY
A rectangular slot is chosen as the basis of  
the design because of  its ease of  fabrication 
and analysis. The micro-strip line is used 
as the feeding method as it is easy to 
fabricate, simple to match by controlling 
the inset feed position and rather simple 
to model. The antenna is designed to work 
in the 2.4 GHz ISM band which has a 
frequency range of  2.5-2.6 GHz, a center 
frequency of  2.58 GHz, and a bandwidth 
of  100 MHz.
2.1. desiGn procedure

The Flame Retardant (FR4) Glass Epoxy, 
whose loss tangent is 0.002, is chosen as 
the dielectric material substrate.

To commence the design procedure 
assumes, specific information had to 
be included: dielectric constant of  the 
substrate εr, the resonant frequency fr and 
the height of  the substrate, h.
εr = 4.3, fr = 2.4 GHz, h = 1.6 mm.

For an efficient radiator, the practical 
width that leads to good radiation 
efficiencies is
W = 0.1 λg = 7 mm,       (1)
where λg is the dielectric wavelength.

The initial values (at low frequencies) 
of  the effective dielectric constant are 
referred to as the static values, and they 
are calculated as

1
21 1 1 12  3.27.  
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/ 2
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r r
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εε ε −
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+ −  + +
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=  
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The actual length of  the slot is 
determined by solving  L as,

L = 0.5 λg = 35 mm.       (3)
For efficient transfer of  power from 

a transmission line to the slot antenna, 
the input impedance of  the slot antenna 
needed to be matched to the characteristic 
impedance of  the transmission line. It 
is observed that impedance seen by a 
transmission line attached to the radiating 
edge increased as one moved towards the 
center of  the slot. Therefore, depending 
on the characteristic impedance of  the 
transmission line, an appropriate point 
on the slot is chosen through calculation 
as the feed point. An off-the center 
feed is used with distance from the edge 
calculated as:
0.05 λg = 3.5 mm.       (4)
2.2. Ground plane

As part of  the antenna, the ground 
plane should be infinite in size as for 
slot antenna but in reality this is not easy 
to apply besides a small size of  ground 
plane is desired. In practice, it has been 
found that the micro-strip impedance 
with finite ground plane width is 
practically equal to the impedance value 
with infinite width ground plane, if  
the ground width > 3W. The size of  
the ground plane is chosen as 100 mm 
length by 97.5 mm width.
2.3. microstrip discontinuities

Surface waves are electromagnetic 
waves that propagate on the dielectric 
interface layer of  the microstrip. The 
propagation modes of  surface waves 
are practically transverse electric (TE) 
and transverse magnetic (TM). Surface 
waves are generally at any discontinuity 
of  the microstrip. Once generated, they 
travel and radiate, coupling with other 
microstrip of  the circuit, decreasing 
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isolation between different networks 
and signal attenuation. Surface waves 
are a cause of  crosstalk, coupling, and 
attenuation in a multi-microstrip circuit. 
For this reason surface waves are always 
an undesired phenomenon.

A discontinuity in a microstrip is 
caused by an abrupt change in geometry 
of  the strip conductor, and electric and 
magnetic field distributions are modified 
near the discontinuity. The altered 
electric field distribution gives rise to a 
change in capacitance, and the changed 
magnetic field distribution to a change in 
inductance.
2.4. micro-strip feed and distance 
between elements

For the 2-element array of  Fig. 1 to 
implement an even number of  in-phase slot 
elements, the feed network needed to be 
carefully designed. The distance from the 
50-ohm Sub-Miniature version A (SMA) 
source to each slot element needed to be 
identical or multiples of  λ. Unequal line 
lengths would have produced phase shifts, 
which would yield fixed beams that would 
be scanned away from the broadside. The 
50-ohm micro-strip line is fed using a 50-

ohm SMA. In the design of  an effective 
in-phase radiator, the distance between 
the slot elements needed to be optimized 
to yield a peak gain. A separation distance 
of  λ/2 as providing the optimal gain. 
In the design, this separation is used as 
35 mm.
2.5. matchinG microstrip lines to 
source 
The characteristic impedance of  a 
transmission line of  the micro-strip feed 
was designed with respect to the source 
impedance. The characteristic impedance 
of  the transmission line from the source 
with respect to the source impedance 
was
Z0 = Zs, Z0 = 50 ohms.       (5)
2.6. quarter-wave transformer

For the input impedance of  a transmission 
line of  length L with a characteristic 
impedance Z0 and connected to a load 
with impedance ZA:

( ) ( )
( )

tan
,
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A o
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Z jZ L
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Z jZ L
β
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 +
− =  + 
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When the length of  the transformer is 
a quarter wavelength
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.
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o
in

A

ZZ L
Z

λ = = 
 

 (7)

Hence by using a transmission line with 
a characteristic impedance of  50-ohms, 
the 50 ohm inset feed line is matched to

0 50 50 50  ,Z ohms= ⋅ =

where Z0 = characteristic impedance of  
the quarter-wavelength transformer.

This ensured that no power would be 
reflected back to the SMA feed point as it 
tried to deliver power to the antenna.

The length of  the quarter wavelength 
transformer is calculated as
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Fig. 1. 2-element slot antenna HFSS model.
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L = λg/4 = 17.5 mm.      (8)
2.7. simulation

The antenna array is designed using 
the Ansoft HFSS 13.0 software. HFSS 
is a 3D full wave electromagnetic field 
simulator. HFSS uses a numerical 
technique called the Finite Element 
Method (FEM). This is a procedure 
where a structure is subdivided into 
many smaller subsections called finite 
elements. The finite elements used by 
HFSS are tetrahedra, and the entire 
collection of  tetrahedra is called a mesh. 
A solution is found for the fields within 
the finite elements, and these fields are 
interrelated so that Maxwell’s equations 
are satisfied across inter-element 
boundaries yielding a field solution for 
the entire, original, structure. Once 
the field solution has been found, 
the generalized S-matrix solution is 
determined. It can calculate and plot 
both the near and far field radiation and 
compute important antenna parameters 
such as gain and radiation efficiency. 
This software is used to vary the sizes of  
the slot. Fig. 1 illustrates the 2-element 
slot antenna HFSS model.

3. HFSS SIMULATION RESULTS 
AND ANALYSIS
3.1. vswr plot

Fig. 2 shows the VSWR plot for the 

designed antenna. The value of  the 
VSWR should lie between 1 and 2. 
VSWR is used as an efficiency measure 
for transmission lines, electrical cables 
that conduct radio frequency signals, 
used for purposes such as connecting 
radio transmitters and receivers with 
their antennas.
3.2. smith chart

The smith chart is a graphical 
representation of  the normalized 
characteristic impedance. It provides the 
information about the impedance match 
of  the radiating slot. The smith chart for 
the designed slot antenna array shown 
in Fig. 3, shows an input impedance 
of  50.78 + 10.5i ohms at resonant 
frequency 2.58 GHz. The magnitude 
of  the input impedance is 51.85 which 
showed that accurate matching is not 
achieved. This is due to shifting of  the 
inset feed position away from the edge 
of  the ground plane.
3.3. reflection coefficient and 
bandwidth

Fig. 4 shows the reflection coefficient 
[S11] of  the proposed antenna in dB. 
S11 gives the reflection coefficient at the 
inset feed position where the input to 
the micro-strip slot antenna is applied. 
It should be less than –10 dB for an 
acceptable operation. It shows that the 
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Fig. 2. VSWR Plot.

Fig. 3. Smith Chart for the slot antenna array.
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proposed antenna had a frequency of  
resonance of  2.58 GHz.

The simulated impedance bandwidth 
of  about 200 MHz (2.5022-2.7023 
GHz) is achieved at −10 dB reflection 
coefficient (VSWR ≤ 2). The reflection 
coefficient value that is achieved at this 
resonant frequency was equal to –15.33 
dB. This reflection coefficient value 
suggested that there is good matching 
at the frequency point below the –10 dB 
region.
3.4. variation of slot lenGth and 
width

Dimensions calculated in the design 
procedure are used to create a 2-element 
slot antenna array. In order to shift the 
S11 minima towards the desired center 
frequency, the length and width of  the 
slot are varied.

At designed frequency of  2.58 GHz, 

the width of  slot antenna is varied in 
five values beginning from 5.0 mm to 
7.0 mm by step up 0.5 mm, and length 
is adjusted for match impedance. The 
simulation results of  return loss S11, 
resonance frequency and bandwidth 
are tabulated in Table 1. It shows that 
the changing in width of  slot antenna 
will affect the resonance frequency. 
When the width of  slot is increased, the 
resonance frequency will decrease and 
bandwidth is wider. Therefore, if  we 
increase the width of  slot, the length 
of  slot should be decreased in order to 
achieve the same resonance frequency 
and wider bandwidth.

3.5. radiation pattern

The radiation patterns in the E-plane, Φ 
= 0° and Φ = 90° are shown in Fig. 5 and 
Fig. 6, respectively.

RADIOELECTRONICSMOHANAD ABDULHAMID

Fig. 5. Radiation pattern of  E-total at 2.58 GHz 
xz plane (Φ = 0°).

Fig. 6  Radiation pattern of  E-total at 2.58 GHz 
yz plane (Φ = 90°).

Table 1
Simulation results of slot antenna by adjusting width

Width, 
mm

Resonance 
frequency, GHz

Return loss 
S11, dB

Bandwidth, MHz

5.0 2.71 -10.5 165

5.5 2.68 -14.9 173

6.0 2.64 -25.5 188

6.5 2.62 -18.74 195

7.0 2.58 -15.33 200

Fig. 4. Return loss S11 obtained for the slot antenna 
array.
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3.6. other antenna parameters

Table 2 shows a summary of  the antenna 
parameters from the HFSS software. 
The directivity and efficiency are 2.0109 
and 62.5%, which gave a gain of  the 
antenna as 1.25. The front to back ratio 
is 1.2224.

The Fig. 7 shows E-plane and 
H-plane from which the antenna has 
two main lobes which were 180° out 
of  phase with each other. It is used to 

determine the half-power beam widths 
for the radiation patterns as the peaks 
and 3 dB points below them could easily 
be picked.

4. CONCLUSION
A modified slot antenna fed by a 
50 Ω micro-strip line was presented 
in the paper. In addition, the size of  
the implemented antenna array can be 
increased. Moreover, the two rectangular 
slots are embedded on the ground plan 
to increase antenna gain. With optimized 
antenna geometry, the implemented 
antenna offers a bandwidth of  7.7%. 
By properly calculating slot dimensions 
and tuning the dimension parameters 
with simulation software, improvements 
can be made on the gain, bandwidth 
and radiation pattern. The implemented 
antenna is feasible for use as a low 
profile, low cost antenna for wireless 
applications in the ISM band.
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develop a theoretical approach to describe the spin Seebeck effect based on the spin 
Hamiltonian for conduction electrons in a chiral medium. Taking into account this 
Hamiltonian, the equation of  electron spin dynamics averaged over the polycrystalline 
sample is obtained. In the approximation of  ideal Fermi-gas and local-quasi-equilibrium 
distribution, the spin density operator of  conduction electrons is constructed. It 
is shown that averaging over randomly oriented crystallites does not destroy spin 
ordering at strong spin-orbit interaction, and the temperature gradient generates spin 
polarization directed predominantly along the temperature gradient. Spin polarization 
by the described in the paper mechanism does not require external magnetic fields and 
remanent magnetization and therefore does not interfere with the operation of  micro- 
and nano-sized structures of  spintronics. Since the spin Seebeck effect is reciprocal with 
the spin Peltier effect, the theoretical approach presented in this work can form the basis 
of  new methods for controlling heat flow in spintronics systems.
Keywords: spintronics, spin Seebeck effect, spin-orbit interaction, chiral crystal, 
polycrystalline conductor
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CONDENSED MATTER PHYSICS

1. INTRODUCTION
The most important branch of  modern 
spintronics is the generation of  spin fluxes in 
conductors and semiconductors in order to 
use them in various kinds of  microelectronics 
devices [1]. Conventional methods based 
on spin-dependent scattering in materials 
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with strong spin-orbit interaction, such as 
platinum, provide a ratio of  spin-polarized 
current of  less than a percent with coherence 
lengths on the order of  tens of  nanometers. 
This is sufficient for research on spin effects 
in nanostructures, but not for information 
and biotechnology. It was shown in [2] 
that under conditions of  inhomogeneous 
torsion in the steady-state case, the average 
spin of  conduction electrons is oriented 
predominantly along the charge current density 
vector. The maximum value of  the spin-orbit 
interaction is observed when the torsion axis 
is orthogonal to the current density vector 
and full spin polarization can be achieved. 
However, this method is energy-consuming. 
The efficiency of  spin polarization drops 
rapidly with increasing frequency of  control 
actions. This fact also limits the application 
of  controlling spin polarization dynamics by 
electrical and mechanical actions in modern 
nanoelectronics.

At the initial stage of  spintronics, the spin 
Seebeck effect (SSE) was considered as a way 
to efficiently generate spin-polarized current 
at distances of  up to a few millimeters [3]. 
This effect, consisting in the temperature-
gradient-induced generation of  spin current, 
was originally discovered in conducting 
ferromagnetic metals [4]. The authors 
explained this effect by magnon and phonon 
degrees of  freedom [5]. Subsequently, the spin 
Seebeck effect was found in non-magnetic 
materials [6-8]. The theoretical model of  
SSE in paramagnetic dielectric material 
was experimentally confirmed [9]. The 
microscopic theory of  temperature-gradient-
driven spin transport in ferromagnets 
has shown that a temperature gradient is 
equivalent to an electric field for spin current 
generation [10]. Similar conclusions are 
drawn in [11].

It should be noted that the experimentally 
investigated SSE is essentially a 

magneto-thermal-galvanic effect. It is seen 
in paramagnetic materials in an external 
magnetic field or in magnetized ferromagnets. 
The vector of  magnetic induction or residual 
magnetization sets the specific direction in an 
isotropic matter. In this case, controlling spin 
polarization by magnetic influence is even 
slower and more energy consuming than the 
electrical and mechanical control proposed 
in [2], where the selected direction sets the 
torsion vector. A general model of  the spin 
Seebeck effect in non-magnetic materials is 
currently lacking.

New possibilities for efficient generation 
of  spin currents in spintronics devices 
are opened by the experimentally detected 
activation of  SSE in nonmagnetic materials 
by the flow of  chiral phonons [8]. According 
to the authors, chiral phonons possessing 
angular momentum break the symmetry 
of  the material and create the possibility 
of  spin current generation in the presence 
of  a temperature gradient. Such symmetry 
breaking exists without external influences 
in enantiopure chiral crystals such as WSe2. 
Currently, the application of  chiral media 
is considered as the main direction for 
the development of  spintronics [12]. To 
effectively control large spin current densities 
the control element must be bulk, rather than 
thin-film. Therefore, the model of  SSE in 
non-magnetic polycrystalline structures is of  
interest.

2. MODEL BUILDING
Let us consider the thermally induced 
polarization of  the conduction electron spin in 
a homogeneous and isotropic polycrystalline 
metal. The interaction of  the collective 
electron with the crystal field is chosen in the 
form of  a spin-orbit interaction with lattice 
ions, that is, relativ-istic corrections in the 
second order in magnitude 1/с, where c is the 
speed of  light.
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The spin-orbit addition to the electron 
energy in the field of  a crystallite containing 
N identical ions with effective charge +Ze and 
coordinates rl has the form [13]

[ ] ( ) 32 2
10

ˆ ˆ ˆ, .
2 4

N
l

l l

e eZV
m c πε =

−
= × = −

−
∑ r rE p s E r

r r


 (1)

Here, m is the mass of  an electron with 
charge –e, ħ is the Dirac constant (reduced 
Planck constant), ε0 is the electric constant. 
The value of  the effective charge Z can be 
estimated by equating the coordinate of  the 
maximum of  the hydrogen-like radial wave 
function to the covalent radius of  the atom. 
For example, for platinum the atomic radius is 
1.39∙10–10 m, which for a 6s shell corresponds 
to Z ≈ 22.45.

Let us construct the spin Hamiltonian 
of  the perturbation (1) for the conduction 
electron by averaging it over the coordinates 
[14]. The wave function of  the conduction 
electron with wave vector k is expressed as a 
Wannier function [15]

( ) ( ) ( )
1

1 exp ,
N

n n
n

i
N

ψ
=

= Ψ −∑k r r R kR

Here, Ψ(r) is the atomic function of  the 
electron, Rn is the translation vector. 
Replacing the variables r – rl → r we obtain

( )( )

( ) ( )

2 2

2 2
, , 10

3

ˆˆ exp
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ˆ
.
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e ZV i
m c N

r

πε =

= − − ×

× Ψ + − Ψ + −

∑k
k

s k R R

lr r R r r R



In the nearest neighbor approximation 
we retain in the right-hand side only the 
summands for which Rn – rl = Rm – rl = 0, or 
Rn – rl = aν and Rm – rl = 0, or Rn – rl = 0 and 
Rm – rl = aν, where aν is the vector drawn to 
the nearest neighbor node. In the first order 
of  smallness in kaν we obtain

( )

( ) ( )

( )

2 2

0 1 0 2 2 3
0

2 2

1 2 2 3
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2 2

2 2 3
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 (2)

For s-electrons the vectors I0, I1, Ik are 
zero. The conduction bands overlap in metals 
and part of  the conduction electrons can be 
formed by collectivization of  p-electrons.

Let us consider the macroscopic area of  
a polycrystalline metal. For any state of  the 
electron one can choose the direction of  the 
quantization axis (z-axis) so that the projection 
of  its orbital momentum on this axis has a 
certain value lz = l. The electron energy in 
an atom under an electric field depends on 
the projection of  its orbital momentum on 
the direction of  the field [14]. Therefore, the 
orientation of  atomic orbitals is determined 
by the orientation of  the crystallo-physical 
axes of  the crystallite, and we can consider 
that the vectors I0 and I1, in relations (2) are 
written in the coordinate system associated 
with the symmetry axes of  the crystallite.

Let us introduce the laboratory coordinate 
system associated with the instruments that set 
the conduction current and measure the spin 
components. Therefore, the wave vector and 
spin vector of  the conduction electrons should 
be considered as specified in the laboratory 
coordinate system. The components of  vectors 
and tensors in the laboratory system will be 
denoted by non-primed indices, but in the 
coordinate system, associated with the crystal 
axes, by primed these.

The vectors I0 and I1 are converted to the 
laboratory coordinate system as follows Iα = 
pαα'∙Iα', where pαα' is the unitary rotation matrix. 
It is convenient to express the rotation matrix 
through Euler angles:

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

cos cos sin cos sin cos sin sin cos cos sin sin
sin cos cos cos sin sin sin cos cos cos cos sin ,

sin sin sin cos cos
ijp

α γ α β γ α γ α β γ α β
α γ α β γ α γ α β γ α β

β γ β γ β

− − − 
 = + − + − 
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Here, 0 ≤ α ≤ 2π is the precession angle, 
0 ≤ β ≤ π is the nutation angle, 0 ≤ γ ≤ 
2π is the angle of  proper rotation. Then 
for a macroscopically isotropic conductor 
averaging over random crystallite 
orientations leads to averaging over random 
uniformly distributed Euler angles.

Let us average the vectors I0 and I1 
over random crystallite orientations. In 
an isotropic polycrystal 0 1 0.= =I I  For a 
symmetric crystal in which each nearest 
neighbor with vector aν corresponds to 
a neighbor with vector a-ν= – aν, the last 
relation of  formula (2) takes the form

( )
2 2

2 2 3
00

ˆ
Im .

4
e Z
m c rν ν ν

νπε −
>

= − Ψ −Ψ Ψ∑k
lI ka  (3)

In a symmetric crystal, the function Ψν – 
Ψ–ν has parity opposite to the parity of  the 
function Ψ. Therefore, all summands in (6) 
for the undeformed crystal are zero.

At distortion ( )r r uα α α′ = + r  we obtain in (3)
( ) ( ) ,ur

r r
α

β
α β

∂Ψ ∂′Ψ = Ψ +
∂ ∂

r r  ˆ ˆ .ul l i u r
r r r

δ
α α αβγ β β

γ δ

ε
 ∂ ∂ ∂′ = − −  ∂ ∂ ∂ 

 
Here, εαβγ is the Levi-Civita tensor. For 
inhomogeneous torsional strain along the n 
axis of  the form Ω(r) = n(rn)ω, we obtain

2 2

2 2
0

3

4
ˆ

Im ,

e ZI n n k a
m c

r l
r

α αβγ β δ σ νσ

γ δ
ν ν

ω ε
πε

−

= − ×

× Ψ −Ψ Ψ

k


 (4)

Here, the summation over ν by nearest 
neighbor pairs is implied.

3. SPINTRONICS OF CHIRAL 
MEDIA
The product of  the value ω by the distance 
aν to the nearest neighbor in the direction 
of  the torsion axis n characterizes the 
torsion of  the unit cell, i.e., the rotation 
angle of  its crystallographic planes relative 
to its neighbors. Such torsion exists in chiral 

crystals such as WSe2 and layered hybrid 
perovskites [10]. Therefore, in can be 
considered that vector n, as well as vectors 
aν are set in the system of  crystallophysical 
axes, and vector k – in the laboratory 
system. Then formula (4) can be written in 
the form

2 2
1

2 2
0

3

4
ˆ

Im .

e ZI p p n n k a
m c

r l
r

α αα σ σ α β γ β δ σ νσ

γ δ
ν ν

ω ε
πε

−
′ ′ ′ ′ ′ ′ ′ ′

′ ′
−

= − ×

× Ψ −Ψ Ψ

k


 (5)

Let us denote ( ) ( ) ( ) ( )( )ˆ ˆ ˆSp ,t t t tρ= =k k ks s s  
where ( )ˆ tρ  is the density operator. Then

ˆ ˆˆSp .d d d
dt dt dt

ρ = +  
 

k k
k

s s s  (6)

The dynamics of  the conduction 
electron spin caused by the perturbation (2) 
is described by equation [14]

[ ]

ˆ ˆ ˆ ˆ, ,

ˆ ˆ ,

ˆ ˆ ˆ,    .

ds i V s I s
dt
d
dt

α
α αβγ β γε

δ δ

δ δ

 = = 

=  ×  + × 

= − = −

k
k k k

k
k k k k

k k k k k k

s I s I s

I I I s s s



 (7)

In the steady-state, when ˆ 0,d dtρ =  only 
the first summand in the righthand side of  
equation (6) remains and equation (7) takes 
the form

[ ]ˆ .d
dt

δ δ=  ×  + × 
k

k k k k
s I s I s  (8)

The modulus of  the average spin is 
not conserved because of  the second 
summand in the right-hand side of  
(8). Therefore, it can be considered as 
relaxational and written in the form 
( ) ,e τ− −k ks s . Here, e

ks  is the equilibrium 
value of  the sample average spin, τ is the 
longitudinal relaxation time.

In the absence of  influences, a quasi-
equilibrium distribution is established with 
a density operator [16]
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( ) ( ) ( ) ( )
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Here, ( ) ( )( ), 1 , ,Bt k T tθ =r r  kB is the Boltzmann 
constant, T(t, r) is the local temperature, 

( )ˆ ,h tk r  is the density operator of  the 
Hamiltonian, satisfying the relations [17]

( ) ( ) ( ) ( )3
ˆ ,ˆˆ ˆ, ,   div , ,

V

h t
H t h t d r t

t
∂

= = −
∂∫ k

k k k

r
r q r  (10)

Here, ( )ˆ ,tkq r  is the flux density operator of  
the Hamiltonian.

We used the ideal Fermi gas approximation 
for conduction electrons. The applicability 
of  this model to conduction electrons 
in metals is justified by the fact that the 
thermodynamics of  the Fermi-system is 
determined by its microscopic structure 
only near the Fermi-surface and is 
completely independent of  what happens 
outside the range of  order kBT. As a result, 
the denser the Fermi-gas in the metal, the 
more ideal it is [18]. Experimental studies 
of  the temperature dependence of  the 
electron heat capacity in metals show that 
it corresponds well to the model of  an 
ideal Fermi-gas with a scalar effective mass 
m*. For most metals, the effective mass 
of  the conduction electron is close to the 
mass of  the free electron m* ≈ m. Such a 
model allows us to describe the collective of  
electrons with wave vector k by its density 
operator and put   ( ) ( ) *ˆˆ , , .t h t m=k kq r k r Then, 
from (9) and (10) we obtain

( )

3

3 3
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q
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V V

d d h d r
dt dt t
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∫ ∫
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Analytical averaging of  equation (5) gives
,J=kI k  where

( )[ ]2 2

2 2 3
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ˆ
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×
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Let us substitute the ratio (11) into the 
second summand in the right-hand side 
of  equation (6), restricting to summands 
proportional to ∂θ/∂r. Taking into account 
(10), we obtain

[ ] *
ˆˆ .

e ed J H
dt m

θ
τ
− ∂

= × − −
∂

k k k
k k k

s s sk s s k
r

  (12)

In the absence of  a magnetic field, the 
unperturbed Hamiltonian of  an ideal Fermi-
gas does not depend on spin variables, so

 ( )ˆ ˆˆ ˆ .
e ee eH H H= =k k k k ks s s k

Let us introduce the spin density operator 
of  conduction electrons

( ) ( )
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For an isotropic Fermi-gas 
( ) ( )2 2 *2 .H k m=k   The Fermi energy in (13) 

is found as ( ) ( ) ( ) ( ) ( )2 2 * 3 22 , 6 ,F F eF k m k nπ= =r r r r  
Here, ne(r) is the conduction electron density. 
The first summand in the right-hand side of  
equation (12) is zero when averaging of  the 
form (13).

The steady-state in (8) corresponds to 
the orientation of  sk along the vector k. 
Averaging the perturbation (1) by quantum 
state and by random orientations, we obtain 
that the addition to the energy of  states 
when spin is oriented parallel or antiparallel 
to the vector k is ±ħJk/2. Then

( )

( )

2
3

2 3
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The wave vector average of  the last 
summand in the right part (12) is equal to

( )
( ) ( )

2
2 3

3 *16
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,
2 e

J dfk H k d k
m dH k

F J
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θ
π

θ
π

∂  = ∂ 
∂

=
∂

∫
k k

r
r

r
r



and the steady-state spin polarization is 
parallel to the temperature gradient

( ) ( ) ( )
( )2

3
.

2
e

B

F J n T
k T

τ
π

∂
=

∂
r r

s r
r r

 (14)

4. CONCLUSION
Formula (14) describes the well-known 
longitudinal spin Seebeck effect, when the 
direction of  spin polarization is determined 
by the temperature gradient even in the 
absence of  a charge current. Of  course, 
the temperature gradient will also create 
the classical (charge) Seebeck effect in 
the conductor. Therefore, if  a conductor 
is connected in a closed circuit, a charge 
current with longitudinal spin polarization 
will appear in it. The charge current in 
the conductor can also be generated by an 
external current source, which opens up 
the possibility of  rapid electrical control 
of  spin polarization. The high efficiency 
of  such control is due to the fact that in 
chiral media the torsion of  the unit cell 
can reach several radians, which is many 
orders of  magnitude more than can be 
obtained by mechanical stresses [2] without 
irreversible destruction. The possibility of  
spin polarization generation at a distance of  
several millimetres in polycrystalline chiral 
media was shown in [19].

Spin polarization by the mechanism 
described in this work does not require external 
magnetic fields and residual magnetization 
and therefore does not interfere with the 
work in micro- and nano-sized spintronics 
structures. The energy required for spin 

polarization by the proposed mechanism 
comes from the heat fluxes in the medium 
due to the temperature gradient. However, 
the functioning of  spintronics devices, 
as well as any microelectronics devices, is 
always accompanied by the generation of  
heat fluxes and temperature gradients. In 
this sense, the energy expended for spin 
polarization by the proposed mechanism in 
spintronics systems is "free".

In addition, the Seebeck spin effect 
is reciprocal with the Peltier spin effect. 
Reciprocity relations for them, at least 
in magnetic dielectrics, have been 
experimentally verified [20]. General 
reciprocity relations between Peltier 
and Seebeck spin effects, including for 
conducting media in the presence of  
mechanical strain, were obtained in [21]. 
This suggests that the dynamical effect (12) 
presented in this work may form the basis 
for new methods of  heat flow control in 
spintronics systems.
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and were model-built from a layer of  graphene-like boron nitride BN-L4-8 by partial 
replacement of  atoms in the three-coordinated (sp2-hybridized) state by atoms in the 
two-coordinated state (sp-hybridized). As a result of  theoretical analysis, the possibility 
of  the existence of  seven sp+sp2 new structures of  boron nitride was established: one 
α-type, three β-types and three γ-types, differing in the proportion of  atoms in the sp-
hybridized state and their spatial arrangement. However, two of  the three structural 
varieties with a minimum content of  atoms in the sp-hybridized state (γ-type) turned 
out to be unstable and, in the process of  geometric optimization, were transformed 
into structures of  graphene-like layers of  boron nitride. The structure of  the BN-L4-

8-γ2 layer passed into the structure of  the original graphene-like layer BN-L4-8, while 
the structure of  the BN-L4-8-γ3 layer passed into the structure of  the graphene-like 
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1. INTRODUCTION
Boron nitride compounds are isoelectronic and 
isostructural analogues of  carbon compounds, 
and their crystal structure can be similar to that 
of  graphite and diamond [1–2]. Theoretically 
predicted hybrid carbon materials, consisting 
of  atoms with different hybridization of  
electron orbitals. The most interesting are 
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sp+sp2 carbon materials, consisting of  carbon 
atoms in two- and three-coordinated states, 
which were called graphynes [3–6]. Boron 
and nitrogen atoms in BN, as well as carbon 
atoms in carbon materials, can be in various sp, 
sp2, or sp3 hybridized states [7–9]. Therefore, 
the existence of  hybrid sp+sp2 compounds 
of  boron nitride, similar to graphyne 
compounds, consisting of  carbon atoms is 
theoretically possible [10–11]. The structure 
of  BN-graphyne compounds can theoretically 
be built from three main polymorphic 
varieties of  graphene-like boron nitride: BN-
L6; BN-L4-8 and BN-L4-6-12 [12,13], by partial 
replacement of  atoms in the three-coordinate 
state with atoms in the two-coordinate 
state. Earlier, in [14,15], the structure and 
electronic properties of  a number of  new 
polymorphic varieties of  boron nitride with 
a graphyne-like layer structure, formed on the 
basis of  hexagonal boron nitride BN-L6, were 
theoretically studied. Polymorphic varieties 
of  such hybrid compounds differ in the ratio 
of  atoms in different hybridized states, the 
degree of  deformation of  their structure, and 
the value of  the band gap, as a result of  which 
their properties may differ. In this article, the 
structure and electronic properties of  new 
polymorphic layered varieties of  boron nitride 
with a graphyne-like structure, modeled from 
a BN-L4-8 graphene-like layer, are theoretically 
studied.

2. MATERIALS AND METHODS
As the initial structures for modeling the 
graphyne-like layers of  boron nitride, we 
took the graphyne layers described in [5,6]. 
A number of  new structural varieties of  
graphyne-like boron nitride can be obtained 
by considering the gradual transformation 
of  the structure of  graphene-like boron 
nitride BN-L4-8, in which all atoms are in the 
state of  sp2 hybridization to graphyne-like 
(sp+sp2), where the number of  atoms in the 
sp-hybridized state maximum. Depending on 

the structure, the graphyne-like layers can 
be divided into three groups (α, β and γ), 
differing in the proportion of  atoms in the sp-
hybridized state. To construct an α-graphyne-
like layer, it is necessary to replace all three 
bonds of  a three-coordinated atom with two-
coordinate ones, for a β-graphyne-like layer, 
two of  the three bonds must be replaced, and 
to construct a γ-graphyne-like layer, one bond 
must be replaced. The analysis of  graphyne-
like boron nitride compounds showed that it 
is possible to build seven sp+sp2 new boron 
nitride structures: one α-type, three β-types, 
and three γ-types, differing in the proportion 
of  atoms in the sp-hybridized state and their 
spatial arrangement. Model construction was 
performed using the Quantum ESPRESSO 
software package [16]. The density functional 
theory method [17] in the generalized gradient 
approximation [18] was used to calculate 
the structures of  three-dimensional crystals 
consisting of  stacks of  graphyne-like layers, 
the distance between which was 10 Å to 
exclude the influence of  neighboring layers 
in the stacks. The calculations were carried 
out for k-point grids: 12×12×12, the cutoff  
energy on the basis of  plane waves was 70 
Rydbergs at a temperature of  0.01 K. The 
lengths of  the elementary translation vectors 
(a, b), the lengths of  interatomic bonds (Å) 
were determined as structural parameters and 
the angles between them (°). To determine 
the number of  structural positions, the 
value of  the ring Wells parameter (Rng) was 
determined; to determine the stability of  the 
structures, the deformation parameter (Def) 
and sublimation energy (Esub) were calculated. 
From the plots of  the band structure and 
densities of  electronic states, the numerical 
values of  the band gap were determined.

3. RESULTS AND DISCUSSION
The density functional theory (DFT) method in 
the generalized gradient approximation (GGA) 
was used to perform geometric optimization 
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of  seven model-built layers of  boron nitride 
with a grahyne-like structure. As a result of  
the performed calculations, the geometrically 
optimized structures of  five new graphyne-
like layers of  boron nitride were determined. 
Monolayers with the smallest number of  atoms 
in the sp-hybridized state BN-L4-8-γ2 and BN-
L4-8-γ3 turned out to be unstable; in the process 
of  geometric optimization, their structure was 

transformed into graphene-like compounds 
of  boron nitride BN-L4-6-8 and BN-L4-8, their 
structure was not considered further. The 
remaining five layers: BN-L4-8-α1, BN-L4-8-β1, 
BN-L4-8-β2, BN-L4-8-β3 and BN-L4-8-γ1 have a 
stable structure, and their images are shown in 
Fig. 1. This figure shows images of  a layer of  
graphene-like boron nitride BN-L4-8, on the basis 
of  which polymorphic varieties of  graphyne-like 

NEW COMPOUNDS OF BORON NITRIDE WITH ATOMS IN 
THE SP+SP2 HYBRIDIZED STATE FORMED ON THE BASIS...

Fig. 1. Geometrically optimized layer structures and unit cells of  polymorphic varieties of  boron nitride as a result 
of  DFT-GGA calculations: (a) BN-L4-8; (b) BN-L4-8-α1; (c) BN-L4-8-β1; (d) BN-L4-8-β2; (e) BN-L4-8-β3; (f) 

BN-L4-8-γ1.
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boron nitride and their structures were built, 
and elementary cells were identified. In the BN-
L4-8-α1, BN-L4-8-β1, BN-L4-8-β3 and BN-L4-8-γ1 
layers, the unit cells belong to the tetragonal 
crystal system, which contain from 24 to 64 
atoms (Table 1). The lengths of  elementary 
translation vectors (a = b) are in the range from 
11.096Å, observed for the BN-L4-8-β3 layer, to 
19.689Å, for the BN-L4-8-α1 layer. The unit cell 
of  the BN-L4-8-β2 layer belongs to the rhombic 
crystal system, which contains 24 atoms. The 
lengths of  elementary translation vectors are 
14.868Å and 6.996Å. 

In layers BN-L4-8-α1, BN-L4-8-β1 and BN-
L4-8-γ1 fragments of  linear chains turned out 
to be straight, while in layers BN-L4-8-β2 and 

BN-L4-8-β3 - they turned out to be curved. Due 
to the fact that the graphyne-like layers of  boron 
nitride are formed by atoms with different 
contents of  sp- and sp2-hybridized bonds, the 
structure of  such layers will be characterized 
by two different structural positions, which 
are numerically expressed by the value of  the 
Wells ring parameter (Rng). The first structural 
position is atoms in the sp2-hybridized state, 
characterized by three bond lengths: L1, L2, 
L3, the values of  which are in the range from 
1.370Å (BN-L4-8-γ1) to 1.546Å (BN-L4-8-β2). 
In addition, the first structural position is 
characterized by the values of  three angles 
between bonds: φ1-2, φ1-3 and φ2-3, the values of  
which vary from 86.27° to 136.86° (BN-L4-8-γ1). 

DMITRY S. RYASHENTSEV, ANNA K. KUDRYAVTSEVA

Table 1
Properties and structural parameters of polymorphic varieties of boron nitride with a graphyne-like structure

Laier BN-L6 BN-L4-8 BN-L4-8-α1 BN-L4-8-β1 BN-L4-8-β2 BN-L4-8-β3 BN-L4-8-γ1

Crystal system Hex Tetr Tetr Tetr Rhomb Tetr Tetr

a, Å 2.512 4.942 19.689 14.307 14.868 11.096 12.286

b, Å 6.996

c, Å 10.000 10.000 10.000 10.000 10.000 10.000 10.000

β, ° 120 90 90 90 90 90 90

RngI 63 4182 242121 122161 20281 24116181 16241

RngII - - 242 161121 202 24181 162

N, atom 2 8 64 48 24 24 32

ρ, g/sm2 0.754 0.675 0.3402 0.4832 0.4754 0.4017 0.4368

Def, ° 0.325 50.55 14.04 22.73 39.79 27.62 60.00

Etotal, eV/(el.c.) -353.43 -1410.64 -11248.80 -8443.13 -4220.88 -4220.39 -5631.84

Etotal, eV/(BN) -353.43 -352.66 -351.52 -351.80 -351.74 -351.70 -351.99

Esub, eV/(BN) 18.14 17.36 16.23 16.51 16.45 16.41 16.70

∆, eV 4.686 3.894 3.878 3.877 3.853 3.868 3.777

Table 2
Interatomic bond lengths and angles between them in graphyne-like BN layers 

Structure Atom L1, Å L2, Å L3, Å L4, Å φ1-2, ° φ1-3, ° φ2-3, ° φ3-4, °

BN-L4-8 B 1.426 1.416 1.421 - 133.47 136.25 90.28 -

N 1.410 1.387 1.403 - 135.42 134.58 90.01 -

BN-L4-8-α1 B 1.421 1.435 1.436 1.261 122.15 121.89 115.97 179.52

N 1.414 1.427 1.427 1.261 124.26 125.15 110.59 179.30

BN-L4-8-β1 B 1.478 1.413 1.412 1.271 119.27 119.40 121.33 171.62

N 1.478 1.410 1.411 1.271 123.81 124.02 112.18 161.24

BN-L4-8- β2 B 1.397 1.414 1.546 1.279 128.43 113.84 117.73 167.39

N 1.397 1.407 1.545 1.279 128.33 111.21 120.46 147.48

BN-L4-8- β3 B 1.398 1.421 1.530 1.273 126.32 112.79 120.90 163.38

N 1.398 1.412 1.530 1.273 127.49 110.41 122.11 175.00

BN-L4-8-γ1 B 1.370 1.499 1.499 1.282 133.14 133.14 93.73 180.00

N 1.372 1.499 1.499 1.282 136.86 136.86 86.27 180.00
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The lengths of  interatomic distances and the 
angles between them are given in Table 2. The 
second structural position is atoms in the sp-
hybridized state, which is characterized by two 
bond lengths (L3 and L4). The L3 bond connects 
the sp2- and sp-hybridized atoms and is common 

NEW COMPOUNDS OF BORON NITRIDE WITH ATOMS IN 
THE SP+SP2 HYBRIDIZED STATE FORMED ON THE BASIS...

to two structural positions. The interatomic 
bond L4 characterizes the distance between 
atoms in a fragment of  a linear chain. It is 
the shortest and its value ranges from 1.261Å 
(BN-L4-8-α1) to 1.282Å (BN-L4-8-γ1). Also, the 
second structural position is characterized by 

Fig. 2. The band structure and density of  electronic states of  new layered BN polymorphs with a graphyne-
like structure formed on the basis of  the BN-L4-8 layer : (a) BN-L4-8-α1; (b) BN-L4-8-β1; (c) BN-L4-8-β2; 

(d) BN-L4-8-β3; (e) BN-L4-8-γ1.
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one value of  the angle between the bonds L3 
and L4 (φ3-4), the values of  which are in the 
range from 147.48° (BN-L4-8-β2) to 180.00° 
(BN-L4-8-γ1). Apparently, the differences in the 
lengths of  interatomic bonds are explained by 
the different electron density in the interatomic 
space. Thus, the maximum electron density is 
observed in the L4 bond.

The minimum layer density is observed for 
the layer with the maximum number of  atoms 
in the sp-hybridized state, BN-L4-8-α1, and is 
0.3402 g/cm2. The maximum layer density 
is observed for the BN-L4-8-β1 layer and is 
0.4832 g/cm2, which is less than the calculated 
value for the hexagonal boron nitride (0.754 
g/cm2) and graphene-like BN-L4-8 (0.675 g/
cm2) layer.

To assess the degree of  deformation of  the 
layer structure, the values of  the deformation 
parameter were calculated (Table 1), which 
was determined as the sum of  the modules 
of  the angle differences between the bonds 
and the value of  the angle of  120° in an ideal 
hexagonal structure. A comparative analysis 
of  the numerical values of  the deformation 
parameters of  new boron nitride polymorphs 
with a graphyne-like structure showed that 
the values of  this parameter are minimal for 
the BN-L4-8-α1 layer and amount to 14.04°, 
the maximum value of  the parameter is 
observed for the BN-L4-8-γ1 layer (60.00°), 
which indicates strong deformations due to 
quadrangular fragments in the layer structure. 
The sublimation energy (Esub) was calculated 
as the stability parameter of  the structure, 
which was determined as the difference 
between the total energy per BN molecular 
group and the energy of  isolated nitrogen 
and boron atoms. The minimum value of  the 
sublimation energy is observed for the BN-
L4-8-α1 layer with the maximum number of  
atoms in the sp-hybridized state and is 16.23 
eV/(BN), which indicates the low stability of  
this layer. The maximum sublimation energy 

is observed for the BN-L4-8-γ1 polymorph 
with the minimum number of  atoms in the 
sp-hybridized state and is 16.70 eV/(BN), 
which is lower than the sublimation energy 
of  hexagonal boron nitride (18.14 eV/(BN)), 
the sublimation energy β-graphyne-like layers 
take an intermediate value.

The results of  calculations of  the band 
structure and densities of  electronic states 
are shown in Fig. 2. The band gap (∆) at 
the Fermi energy level is in the range from 
3.777 eV to 3.878 eV, which indicates that all 
boron nitride polymorphs with a graphyne-
like structure should exhibit semiconductor 
properties and it may vary depending on the 
features of  the structure.

4. CONCLUSION

In this work, the density functional theory 
method using the generalized gradient 
approximation was used to calculate 
the structures, electronic and energy 
characteristics of  polymorphic varieties of  
boron nitride with the structures of  α-, β-, 
and γ-graphynes formed on the basis of  
graphene-like boron nitride BN-L4-8. The 
highest sublimation energy is observed for 
the BN-L4-8-γ1 layer and is 16.70 eV/(BN), 
which indicates that this layer should have 
a stable structure under normal conditions. 
In addition, there is a dependence between 
the values of  the sublimation energy of  
polymorphic varieties and the fraction of  
atoms in the sp-hybridized state. As the 
fraction of  atoms in the sp-hybridized state 
increases, the value of  the sublimation energy 
decreases. The band gap of  new polymorphic 
varieties ranges from 3.777 eV to 3.878 eV; 
therefore, all considered polymorphic varieties 
should exhibit semiconductor properties and 
can find wide practical application in creating 
heterostructures for nanoelectronic devices 
[19].
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Abstract: The denoising process represents one of  the most important preprocessing steps for 
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(No. Dec) levels to determine the optimum, among them for noise reduction task. These Filters are 
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The results of  the standard ECG signals (downloaded from MIT-BIH) revealed that the DB6 filter 
with four decomposition levels is optimal for removing noise of  the ECG signal in terms of  three 
metrics "Mean Square Error" (MSE), "Output Signal to Noise Ratio" (SNRo), and "Correlation 
Coefficient Index" (CCI). In addition, a simple and efficient threshold rule was adapted to be used 
in the proposed method. The suggested approach was successfully applied to reduce the noise of  
the ECG signals recorded using a simple proposed electronic circuit. Finally, the performance of  
the introduced scheme was compared with that of  the standard ECG equipment, the "Biocare 
iE300", and the outcomes were very close.
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1. INTRODUCTION
An ECG is a graphical measurement of  the 
electricity of  the heart that indicates the 
prompt status for the health of  the heart 
[1,2]. Therefore, it has been broadly utilized 
for diagnosing cardiovascular illness [3-6]. 
The traditional shape of  the ECG signal with 
its most important distinguishing points is 
shown in Fig. 1. The noise cancellation is 
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one of  the key processes that arise during 
the analysis of  the heartbeat. The strength of  
the noise is low during the relaxation cases, 
while it becomes high when the person is 
under stress, and this makes the extraction of  
clinical information more difficult [7,8].

Different types of  noise contaminate 
the ECG signal during acquisition and 
transmission, such as Electrode Movements 
(EM), Base-Line wanders (BL), Power-Line 
crosstalk (PL), Bad Electrode contact (BE), 
Inappropriate Measuring (IM) circumstances, 
and Electromyography (EMG) signals [9,10]. 
Most of  the aforementioned types can be 
easily discarded using conventional filters, but 
the extraction of  a clean heartbeat from an 
ECG signal that is corrupted with "Additive 
White Gaussian Noise" (AWGN) is a critical 
problem [11]. In spite of  tremendous related 
works in this direction, there are numerous 
medical applications that need robust signal 
processing to abstract the clinical data in an 
efficient manner. Various approaches have 
been presented to improve the SNR of  the 
noisy ECG signals [12-16]. The strategies that 
depend on Wavelet Transform (WT) surpassed 
the others because they showed good and 
stable performance in rejecting noise and 
exhibited high detection accuracy [17-20]. 
Nevertheless, which are the optimum WF and 
No. Dec levels for attaining these tasks remain 
prorated questions since it depends on the type 
and purpose of  the specified application. This 
work attempts to answer the aforementioned 

question, specifically in the field of  removing 
noise from the ECG signal using an effective 
methodology and a comprehensive analysis 
to determine the optimal WF and No. Dec 
levels. Also, this paper introduces a simple 
and efficient threshold rule. Finally, testing 
the reliability and robustness of  the suggested 
scheme was performed using a simple, low-
cost ECG acquisition system and standard 
ECG equipment, the "Biocare iE300".

2. A BRIEF OVERVIEW OF 
FILTERING BASED ON WAVELET
The aim of  the wavelet filtering approach is 
to eliminate the AWGN c(t) and to retrieve 
information signal b(t). The idea is simply 
described in Eq. (1) [22]: 
f(t) = b(t) + c(t)         (1)

The WT is an effective scheme with 
excellent time-frequency resolution, and it 
is perfect for signals of  a non-stationary 
nature, such as ECG [3]. The WT divides the 
ECG signal into Detail coefficients (Dc) and 
Approximation coefficients (Ac) that can be 
formulated as the following [3]:

[ ] ( ) (2 ),
k

Dc k f s H k s∞

=−∞
= −∑  (2)

[ ] ( ) (2 ),
k

Ac k f s L k s∞

=−∞
= −∑  (3)

where s is a sampling data point, k is the No. 
Samples, f(s) is the signal contaminated with 
noise, H(2k – s) and L(2k – s) are high-pass 
and low-pass filters, which alter based on the 
type of  wavelet function [3]. The WT permits 
the abstraction of  a specific frequency band 
from the signal. Fig. 2 demonstrates the three 
levels of  decomposition into Ac and Dc.

Fig. 2. The three levels decomposition scheme.

MEDICAL PHYSICS

Fig. 1. The principle components of  a typical ECG waveform.
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The WF consists of  scaled and dilated 
paradigms of  the scaling function α(j) and 
wavelet function β(j) [23]. The low-pass 
coefficients and high-pass coefficients are 
associated with α(j) and β(j), respectively, as 
illustrated in Equations (4)-(6) [23]:

( ) ( 1) (1 ),kL H H k= − −  (4)

(2 ) ( ) ( ) 2,
k

j k j H kα α− → =∑  (5)

(2 ) ( ) ( ) 2.
k

j k j L kβ β− → =∑  (6)
The high-pass and low-pass filters are 

featured parameters for each WF. Therefore, 
specifying the WF and No. Dec level has a 
significant impact on the performance of  the 
denoising process.

3. SUGGESTED APPROACH
The proposed framework comprises two 
phases: the investigative phase, based on real 
standard ECG signals taken from MIT-BIH 
[24], and the verification phase, based on 
ECG signals recorded using the suggested 
Simple-design, Low-cost Acquisition system 
(SLA) and ECG signals collected using the 
standard ECG equipment, "Biocare iE300".
3.1. investiGative phase

This phase aims to investigate to answer 
the following questions: The first is: what is 
the optimal WF? The second is: what is the 
optimal No. Dec level for minimizing the 
noise of  the ECG signals? The steps of  the 
investigative phase are displayed in Fig. 3. 
The real, standard ECG signals (46 records) 

from MIT-BIH were utilized and the AWGN 
was added to them to obtain the noisy ECG 
signals. Three levels of  AWGN (15 dB, 20 dB, 
and 25 dB) were generated and added to the 
original signals using the MATLAB program. 
After that, the Discrete Wavelet Transform 
(DWT) was applied to the noisy ECG signals. 
Five filters whose patterns are the closest 
to the morphology of  the ECG signal were 
nominated to compete with each other to 
discover the optimal one for the process of  
filtering ECG signals. In order to get the ideal 
reconstruction (as possible), only orthogonal 
filters were examined. Furthermore, the 
orthogonal property allows inexpensive 
calculations. To achieve the aforementioned 
factors, the following filters (as demonstrated 
in Fig. 4): DB4, DB6, Coif4, Sym6, and Sym8 
put under investigation. The No. Dec levels 
varied from 1 to 6.

At each level, the signal under the test is 
subjected to a bank of  filters, as described in 
section 2. The next step is the thresholding 

Fig. 3. Block diagram of  the investigative phase.

Fig. 4. The patterns of  the nominated wavelets.

TOWARD AN OPTIMAL WAVELET FILTER AND DECOMPOSITION 
LEVEL FOR NOISE ELIMINATION OF THE ECG SIGNALMEDICAL PHYSICS
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process. There are two main thresholding 
methodologies, Soft thresholding (Sth) 
and Hard Thresholding (Hth). Many works 
[11,25,26,27] have proved the advantage of  
Sth in obtaining a smoother signal, as opposed 
to Hth, which causes discontinuities in the 
signal. Therefore, the Sth defined in Eq. (7) 
[28] is used in this paper.

( ) ( )( )  ,

 0  ,
th c c c h c h

c h

S D sign D D t for D t

and for D t

= − >

≤
 (7)

where th is the threshold value.
Different threshold determination 

schemes have been suggested in the literature 
[14 and 29]. The universal approach (given 
in Eq. (8)) was used in this study for the 
straightforwardness of  its calculations and its 
robust performance [22, 27].

2log( . ),
( ) / 0.6745,

h

c

t ESD No Samples
ESD MAD D
=

=
 (8)

were ESD is the Estimation for the Standard 
Deviation of  noise; MAD (Dc) is the Median 
Absolute Deviation for the Dc of  the WT.

The thresholding process is followed by the 
reconstruction process, which is the inverse 
of  the DWT, and then the denoised ECG 
signal is obtained. Finally, the performance 
was quantified using SNRo, MSE, and CCI. 
The WF and No. Dec levels that satisfied 
the highest SNR, CCI and lowest MSE were 
specified as the optimum.
3.2. verification phase

This phase includes the design of  the SLA. 
The design of  the SLA is composed of  three 
units: surface electrodes that are placed on the 

human chest to record the signals, AD8232, 
and ATmega328 microcontroller as illustrated 
in Fig. 5. The AD8232 unit includes three 
components: Instrumentation Amplifier (IA) 
for signal amplification, amenable HPF for 
motion artifacts rejection, and amenable LPF 
for line interference cancellation. The board 
of  the ATmega328 is equipped with a crystal 
of  16 MHz and 10 bits ADC. The fs  = 360 
Hz. The computer, which runs the MATLAB 
R2020a is provided with digital signals via 
a USB port. Twenty signals (10 from males 
and 10 from females) were recorded. Fig. 6 
shows the collection process of  ECG from a 
healthy male. The MATLAB 2020a program 
implements the denoising scheme with the 
optimal WF and No. Dec levels.

Fig. 6. Recording ECG from a male.

MEDICAL PHYSICS

Fig. 5. Block diagram of  the SLA.

ANAS FOUAD AHMED, ALI RASIM IBRAHIM, MAY HATEM ABOOD



405

RENSIT | 2023 | Vol. 15 | No. 4

4. RESULTS AND DISCUSSION
The three main assessments metrics for 
specifying the optimal WF and No. Dec 
levels are the MSE, SNRo, and CCI, which 
are evaluated by equations (9), (10), and (11) 
respectively [2, 22]:

2
1

1( ( ) ( )) ,z

p
MSE v p v p

z
−

=
= −∑  (9)

2
1

2
1

( ( ))
10log ,

( ( ) ( ) )

z

p
z

p

v p
SNR

v p v p
=

−
=

 
 =
 − 

∑
∑

 (10)

1

2 2
1

( ( ) [ ( )])( ( ) [ ( )])
,

( ( ) [ ( )]) ( ( ) [ ( )])

z

p

z

p

CCL

v p mean v p v p mean v p

v p mean v p v p mean v p

− −
=

− −
=

=

− −
=

− −

∑
∑

 (11)

where v(p) is the original signal, v–(p) is the 
denoised (filtered signal).

The comprehensive average results for each 
WF at different AWGN levels with various 
No. Dec levels are illustrated in Tables 1-5.

In general, for each WF, the fourth 
decomposition level introduces the optimum 
results at very high noise (AWGN with SNR 
= 15 dB) and high noise (AWGN with SNR 
= 20 dB) environments, while the third 
decomposition level exhibits the best results 
at medium noise (AWGN with SNR = 25 dB) 
environments. The optimal WF achievement 
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Table 1
The performance of the DB4 WF

Wavelet Filter: DB4

AWGN with SNR=15 dB AWGN with SNR=20 dB AWGN with SNR=25 dB

No. 
De

com-
posi-
tion 

Level

MSE SNRo 
(db)

No. 
De

com-
posi-
tion 

Levell

MSE SNRo 
(db)

No. 
De

com-
posi-
tion 

Level

MSE SNRo 
(db)

1 0.1339 17.4668 1 0.0862 21.2932 1 0.0620 24.1475

2 0.1307 17.6727 2 0.0713 22.9378 2 0.0417 27.5974

3 0.1117 19.0418 3 0.0712 22.9454 3 0.0411 27.7129

4 0.1032 19.7304 4 0.0634 23.9631 4 0.0482 26.3364

5 0.1495 16.5063 5 0.1050 19.5767 5 0.0860 21.3083

6 0.1861 14.6066 6 0.1545 16.2236 6 0.1421 16.9466

Table 2
The performance of the DB6 WF

Wavelet Filter: DB6

AWGN with SNR=15 dB AWGN with SNR=20 dB AWGN with SNR=25 dB

No. 
De

com-
posi-
tion 

Level

MSE SNRo 
(db)

No. 
De

com-
posi-
tion 

Levell

MSE SNRo 
(db)

No. 
De

com-
posi-
tion 

Level

MSE SNRo 
(db)

1 0.1248 18.0727 1 0.0803 21.9010 1 0.0674 23.4212

2 0.1232 18.1856 2 0.0670 23.4787 2 0.0494 26.1263

3 0.1042 19.6429 3 0.0597 24.4772 3 0.0389 28.2014

4 0.0929 20.6392 4 0.0535 25.4364 4 0.0403 27.8944

5 0.1856 14.6266 5 0.1480 16.5951 5 0.1375 17.2360

6 0.1999 13.9816 6 0.1670 15.5467 6 0.1579 16.0349

Table 3
The performance of the Coif4 WF

Wavelet Filter: Coif4

AWGN with SNR=15 dB AWGN with SNR=20 dB AWGN with SNR=25 dB

No. 
De

com-
posi-
tion 

Level

MSE SNRo 
(db)

No. 
De

com-
posi-
tion 

Levell

MSE SNRo 
(db)

No. 
De

com-
posi-
tion 

Level

MSE SNRo 
(db)

1 0.1265 17.9599 1 0.0877 21.1427 1 0.0496 26.0950

2 0.1155 18.7516 2 0.0743 22.5788 2 0.0416 27.6133

3 0.1096 19.2016 3 0.0702 23.0692 3 0.0406 27.8317

4 0.0997 20.0242 4 0.0618 24.1855 4 0.0406 26.8911

5 0.1353 17.3728 5 0.1148 18.8027 5 0.0895 20.9625

6 0.1503 16.4603 6 0.1377 17.2243 6 0.1116 19.0493

Table 4
The performance of the Sym6 WF

Wavelet Filter: Sym6

AWGN with SNR=15 dB AWGN with SNR=20 dB AWGN with SNR=25 dB

No. 
De

com-
posi-
tion 

Level

MSE SNRo 
(db)

No. 
De

com-
posi-
tion 

Levell

MSE SNRo 
(db)

No. 
De

com-
posi-
tion 

Level

MSE SNRo 
(db)

1 0.1258 18.0030 1 0.0894 20.9767 1 0.0634 23.9532

2 0.1186 18.5218 2 0.0776 22.2000 2 0.0502 25.9825

3 0.1065 19.4558 3 0.0732 22.7065 3 0.0413 27.8049

4 0.1004 19.9659 4 0.0653 23.6982 4 0.0407 27.6891

5 0.1347 17.4149 5 0.1111 19.0896 5 0.0927 20.6600

6 0.1517 16.3785 6 0.1357 17.3506 6 0.1205 18.3783

Table 5
The performance of the Sym8 WF

Wavelet Filter: Sym8

AWGN with SNR=15 dB AWGN with SNR=20 dB AWGN with SNR=25 dB

No. 
De

com-
posi-
tion 

Level

MSE SNRo 
(db)

No. 
De

com-
posi-
tion 

Levell

MSE SNRo 
(db)

No. 
De

com-
posi-
tion 

Level

MSE SNRo 
(db)

1 0.1339 17.4668 1 0.0902 20.8939 1 0.0658 23.6371

2 0.1307 17.6727 2 0.0739 22.6253 2 0.0514 25.7737

3 0.1117 19.0418 3 0.0714 22.9212 3 0.0406 27.8189

4 0.1032 19.7304 4 0.0600 24.4331 4 0.0414 27.6697

5 0.1495 16.5063 5 0.1164 18.6835 5 0.0988 20.1048

6 0.1861 14.6066 6 0.1440 16.8333 6 0.1267 17.9459
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is recorded for DB6. Here it is worth noting 
that the WFs were carefully nominated (as 
mentioned in section 3.1) to optimize the 
filtering process; in other words, all WFs 
have good and fairly close performance, 
and the study aims to discover the optimal 
WF. The wise choice for the WF grantees 
getting a good quality of  the reconstruction, 
for instance, the selection of  DB1 (Haar) is 
considered a bad decision because its shape 
(as displayed in Fig. 7) is very dissimilar 
to ECG, and thus worse reconstruction is 
obtained (much clinical information are lost) 
as appeared in Fig. 8. Since the difference is 
not significant between the third and fourth 
levels for medium noise environments, we 
have concluded that the No. Dec level = 4 is 
generally optimal for all noise environments. 
To enhance the produced results in terms of  
MSE, SNRo, a third assessment metric (CCI) 
was determined for each WF and it gave the 
same indication.

Since it agrees with the results of  MSE 
and SNRo and to avoid the enormity of  

the results, only those cases with No. Dec 
level = 4 are shown in Table 6. Referring 
to the achievement of  the WFs nominated 
in this study, DB6 is ranked first at all noise 
environments; for example, at high noise 
environments with No. Dec level = 4 (MSE 
= 0.0535, SNRo = 25.4364 dB and CCI = 
0.9847) followed by Sym8 (MSE = 0.0600, 
SNRo = 24.4331 dB and CCI = 0.9840) then 
Coif4 (MSE = 0.0618, SNRo = 24.1855 dB and 
CCI = 0.9832), DB4 (MSE = 0.0634, SNRo 
= 23.9631 dB and CCI = 0.9829), and finally 
Sym6 (MSE = 0.0653, SNRo = 23.6982 dB, 
CCI = 0.9827). The detailed average results 
are demonstrated in the Tables 1-6.

Figures 9-11 demonstrate the attainment 
of  denoising the ECG using the DB6 at 
various noise environments.

After conducting several experiments, Eq (8) 
has been developed with retaining its simplicity 
and improving the results. The improved 
threshold equation (Thm,n) is defined in Eq. (12):

MEDICAL PHYSICS

Fig. 9. Denoising ECG using DB6 WF with No. Dec 
level = 4 in medium noise environment.

Table 6
The average performance of the nominated WFs

in terms of CCI at all noise environments
with No. Dec level = 4

Wavelet Filter (WF) Correlation Coefficient Index (CCI)

DB4 0.9829

DB6 0.9847

Coif4 0.9832

Sym6 0.9827

Sym8 0.9840Fig. 7. The DB1 (Haar) WF.

Fig. 8. Denoising ECG using DB1 WF with No. Dec 
level = 4 in a high noise environment.
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Fig. 12 shows that the filtering process 
using the Thm,n is smoother, and the signal is 
reconstructed with less noise and this makes 
it closer to the original signal.

Based on the aforementioned analysis 
and the results from the investigative phase, 
the denoising approach using DB6-WF 
with No. Dec level = 4 was applied to the 
real ECG signals that were recorded by the 
SLA, which was designed in the verification 
phase. Excellent results were obtained, and 
this reflects the efficiency of  the proposed 
framework in minimizing the noise of  the 
ECG signals. Fig. 13 illustrates a sample of  
applying this approach to the ECG signal 
recorded from a young male. For more testing 
of  the reliability of  the introduced denoising 
method, twenty ECG signals were collected 
using standard ECG equipment (Biocare 
iE300, specifications in [30]). The collected 
signals were saved (with and without applying 
the filtering option) into a USB flash memory 
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Fig. 10. Denoising ECG using DB6 WF with No. Dec 
level = 4 in a high noise environment.

Fig. 11. Denoising ECG using DB6 WF with No. Dec 
level = 4 in a very high noise environment.

Fig. 12. Denoising ECG using DB6 WF with No. Dec 
level = 4 using the Thm,n in a very high noise environment.

Fig. 13. Sample of  denoising ECG signal captured by SLA 
using the DB6 WF with No. Dec level = 4 and the hm,n.

,
,

2 log( . )
0.75 ,

1,2,..., ,

n
m n

m n

ESD No SamplesMTh
N O i

n m

∗ =   + 
=

 (12)

where Om,n = 2(M-(N/M)), M is the largest 
decomposition level, and N is the level at 
which the thresholding process is performed.

This paper introduces an adjustment factor 
(M/N). The adjustment factor M/N reduces 
progressively in response to the rise in No. 
Dec levels. This factor highlights the effect 
of  the lower levels that are advantageous in 
the ECG signal by maximizing its value at the 
lower levels. Moreover, with this factor, the 
finest value of  the tuning parameter (i) can 
improve the performance of  the filter; this 
guarantees that the filtering is more effective; 
for instance, the achievements of  the DB6 
with No. Dec level = 4 using the Thm,n at very 
high noise environment are MSE = 0.0502, 
SNRo = 24.9810 dB, and CCI = 0.9861. 
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and then exported into MATLAB R2020a. 
The performance of  the suggested denoising 
method is close to that of  the Biocare iE300, 
as demonstrated in Fig. 14.

5. CONCLUSION
Noise that contaminates the ECG signal 
during its recording or transmission is an 
inevitable dilemma. This paper offered an 
excellent methodology based on WT for 
eliminating the noise of  ECG signals by 
selecting the most appropriate WF and 
No. Dec levels; in addition, a simple and 
effective threshold calculation scheme was 
adapted to optimize the denoising process. 
The results revealed that the optimal WF was 
the DB6 with four levels of  decomposition 
for both standard ECG signals taken from 
MIT-BIH and the ECG signals recorded 
using the suggested SLA and the standard 
ECG equipment, the "Biocare iE300". The 
filtered signal conserves critical features 
that can be utilized efficiently for medical 
diagnostic tasks.
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1. INTRODUCTION
Due to the numerous mutations of  the new 
coronavirus infection COVID-19, the SARS-CoV-2 
virus contains a lot of  unpredictable complications. 
Despite the fact that the pandemic is over, today 
preventive measures for the non-proliferation of  
viral infections remain relevant [1-3]. The most 
common preventive measure is the wearing of  a 
medical mask [4]. The medical mask is designed for 
an infected person and detains aerosols with viruses 
that he forms when talking, coughing and sneezing.
The disadvantages of  using medical masks include 
the following factors:

• loose fit to the nose and mouth, the presence of  
gaps;

• touching the mask promotes the transfer of  
viruses to the skin of  the face and hands, which 
increases the chances of  their penetration into 
the body;

• wetting the mask significantly reduces its 
protective qualities;

• wearing a mask for more than the specified time, 
repeated use of  disposable masks;

• significant accumulation of  viruses on the 
mask promotes their penetration through the 
protective barrier.
Continuous wearing of  one mask for more than 

4 hours leads to oxygen deficiency and thus leads to 
headache, nausea, fatigue and loss of  concentration. 
The gas permeability of  the mask decreases over 
time and there is an accumulation of  CO2 in the 
undermask space, hence in the body, which negatively 
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affects the immune system, as well as the condition 
of  the skin of  the face, nasal mucosa and mouth.

Thus, when using medical masks, the following 
problems remain unresolved:
• Penetration of  infectious agents through the 

pores of  the mask during intensive breathing, 
including when using the mask by an infected 
person;

• Accumulation of  infectious agents on the inside 
of  the mask during breathing;

• Accumulation of  carbon dioxide on the inside 
of  the mask when breathing.
This work is devoted to the research of  a new 

nature-like anti-infective mask impregnation, which 
is aimed at solving the existing problems of  medical 
masks.

2. MATERIALS AND METHODS
The objects of  research were disposable medical 
masks made of  non-woven spunbond material. The 
spunbond was impregnated sequentially with two 
solutions by four procedures:
1. Application of  an impregnating solution, a 

natural aminopolysaccharide with the inclusion 
of  colloidal silver ions by the method of  uniform 
micro-droplet spraying at the rate of  0.01 ml of  
solution per 1 cm2 of  spunbond.

2. Drying of  spunbond in a hot air stream 
(80-120°C).

3. Application of  the fixative (know-how), by the 
method of  uniform micro-droplet spraying, 
after which the aminopolysaccharide takes it 
forms a water-insoluble form and forms clusters 
of  silver that will not be removed from the 
spunbond when breathing.

4. Spunbond drying: wet spunbond is dried in a 
stream of  hot air (80-120°C).
During drying, the aminopolysaccharide with 

silver ions is fixed at the pores, while the remnants 
of  the fixative evaporate from the surface of  the 
spunbond.

Then comparative physicochemical and 
microbiological studies were carried out with 
the masks. Atomic emission spectrometry with 
inductively coupled plasma of  extracts from the 
mask material was carried out on the iCAP 6300 
Duo device (Thermo Fisher Scientific, USA) by 
the method described in [5]. Energy dispersive 
X-ray spectroscopy based on a scanning electron 

microscope of  mask material was performed on 
a Hitachi TM3030 scanning electron microscope 
(Hitachi Ltd., Japan) with an energy dispersive X-ray 
spectroscopy (EDS) Quantax system 70 (Bruker 
Nano GmbH, Germany) [6]. X-ray fluorescence 
analysis of  the mask material was carried out using 
an Amptek semiconductor SDD Peltier cooled 
X-ray detector. The results were obtained under the 
following operating modes of  the X-ray tube: 35 kV 
high voltage, the current is 20 mkA, the anode-Cr is 
a through-type. The irradiation area is 3 mm. The 
angle of  incidence of  X–ray radiation on the sample 
is 450, the sampling angle is 450. Physico-chemical 
quantitative determination CO2 in the gas samples 
of  the undermask space were carried out by the 
method described in [7].

Further, comparative tests of  impregnated and 
non-impregnated masks for contamination with 
aerobic microorganisms when worn on the face 
and intensive breathing of  a person for 1 hour were 
carried out. After use, the masks were placed in a 
hermetically sealed sterile plastic container and sent 
for microbiological analysis.

Microbiological determination of  the total 
number of  aerobic microorganisms on the mask 
tissue was determined by the method described in 
[8].

3. RESULTS AND DISCUSSIONS
A comparative analysis of  microphotographs of  
impregnated and non-impregnated masks obtained 
using a scanning electron microscopy showed that 
the fibers of  the studied material of  the impregnated 
medical mask are everywhere covered with a gel-
like colorless substance that does not violate the 
structure of  the material and the size of  the pores 
(Fig. 1).

                    a                                          b
Fig. 1. Microphotographs of  mask material obtained using 
a scanning electron microscope: a – non-impregnated mask, 

b - impregnated mask.
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Analysis of  the material of  the impregnated mask 
using energy dispersive X-ray spectroscopy based on 
a scanning electron microscopy showed the presence 
of  silver and silicon ions (Fig. 2).

The data of  energy dispersive X-ray spectroscopy 
based on a scanning electron microscopy were 
confirmed by X-ray fluorescence analysis (Fig. 3).

In addition to silver, zinc and traces of  iron were 
found in the impregnated mask, in contrast to the 
non-impregnated mask. It is also noted that the 
impregnated mask has an increased titanium content 
compared to non-impregnated mask.

The analysis by atomic emission spectrometry 
with inductively coupled plasma of  extracts from 
mask material showed the silver content on the 
impregnated mask in contrast to the non-impregnated 
mask (Table 1).

Studies on a stand with a breathing machine 
for determining the content of  carbon dioxide in 
the undermask space were conducted up to the 
maximum value of  carbon dioxide in the undermask 
space, with a well-established breathing cycle, until 
a stable value of  the carbon dioxide content in the 
exhaled air was established. The retention of  carbon 
dioxide in the undermask space depends on the 
permeability and density of  the filter material. The 
permeability of  the tested masks was 72-76%. With 
such permeability, fluctuations in carbon dioxide 
retention are insignificant.

As a result of  the data obtained, it was concluded 
that there was no deterioration in the gas permeability 
of  the impregnated mask compared to the non-
impregnated one. At the same time, the removal of  
carbon dioxide from the undermask space remained 
at the same level, despite the impregnation and filling 
of  the pores of  the mask with natural anti-infective 
aminopolysaccharide (Table 1).

4. CONCLUSION
At the end of  the research cycle, comparative tests 
of  non-impregnated and impregnated masks for 
bacteriological contamination of  the mask material 
adjacent to the face after 1 hour of  use were carried 
out. The antibacterial effect of  the impregnated mask 
was significantly increased (19 times) compared to 
the non-impregnated mask (Table 1).

These results show the potential to create a new 
anti-infective impregnation:
• due to the unique complex of  silver clusters in the 

natural aminopolysaccharide, the impregnated 
material exhibits significant antibacterial 
properties;

• the impregnation does not prevent the effective 
removal of  carbon dioxide, which can accumulate 
on the inside of  the mask when breathing.

                   a                                           b
Fig. 2. Microphotography of  the impregnated mask material 
obtained by energy dispersive X-ray spectroscopy (b) on the 

basis of  a scanning electron microscope (a).

                                        a

                                            b
Fig. 3. Spectra of  X–ray fluorescence analysis of  mask 
material: a – non-impregnated mask, b - impregnated mask.

Table 1
Comparative content of silver, accumulation of 

carbon dioxide in exhaled air in non-impregnated and 
impregnated masks and the content of microorganisms 

on the mask material after 1 hour of use
The mask name Ag

mg/cm2 
of mask 
material

Carbon 
dioxide 
content, 

%

Total aerobic 
bacterial 
count,

CFU/g mask

Non-impregnated mask 0.000 0.5 190

Impregnated mask 0.034±0.001 0.5 10
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The use of  a new nature-like anti-infective 
impregnation opens up the possibility of  increasing 
the wear resistance of  the impregnated material, 
while the water-insoluble impregnation is not 
removed with intensive use of  the treated mask. 
In the future, it is planned to test the impregnated 
mask for resistance to washing in water, resistance 
to pathogenic microorganisms and viruses, as well 
as the absence of  the release of  harmful substances 
and allergens to human skin when used.
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1. INTRODUCTION
Spintronic devices of  give opportunities to solve 
the problem of  heating and energy dissipation 
in microelectronics, since the spin transfer (spin 
current) does not generate heat. In modern 
electronic systems the detection and generation 
of  pure spin current (without charge transfer) 
require completely different approach to the 

problem and is based on usage of  spin current. 
One of  the possible techniques of  generation of  
pure spin current at the ferromagnetic/normal 
(non-magnetic) metal interface is the precession 
of  ferromagnetic magnetization (F) induced by 
microwave magnetic field under ferromagnetic 
resonance (FMR) conditions. The magnitude of  
the spin current is determined by the amplitude 
of  magnetization precession and the spin-
mixing conductance, which in general has both 
real and imaginary parts. The spin current could 
be recorded by charge current, induced by the 
inverse spin-Hall effect (ISHE) in a metal (N) 
with strong spin-orbit interaction [1-5]. The 
presence of  both the spin-Hall effect (SHE) and 
the ISHE causes the spin-Hall magnetoresistance 
(SMR) in F/N heterostructure [6]. Measurement 
of  the SMR angle dependences is a convenient 
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tool for determination of  spin Hall angle θSH, 
which characterizes the efficiency of  conversion 
of  spin current into the charge current [6-8].

Experimental study of  spin current 
excitation at the FMR (spin pumping) and its 
registration due to ISHE in F/N structures 
where carried out in [2,3] using platinum (Pt) 
as N metal and permalloy (NiFe) as F metal. 
Structures with N metal deposited on the top 
of  insulating ferromagnet, the iron-yttrium 
garnet (YIG) were investigated as well [9,10]. 
It should be noted, mostly N-metal with 
strong spin-orbit interaction (SOI) was used 
[10,11].

In the present work, the 5d transition metal 
oxide SrIrO3 [12,13] was used, which along 
with the strong SOI exhibits also electron-
electron interaction. The combination of  these 
effects leads to non-trivial quantum phases 
[14] and to the possibility of  controlling of  
magnetic anisotropy [5]. The charge-spin 
coupling of  SrIrO3 been studied in structures 
with a metallic ferromagnet deposited on the 
top of  SrIrO3: SrIrO3/Py [15,16], and SrIrO3/
Co1−xTbx [17]. In these works it was shown that 
an anomalously large spin-Hall angle is caused 
by the presence of  SOI3 in SrIrO3 which 
induces a curvature of  Berry phase [15,16].

The usage of  oxide materials allows to 
realize heterostructures with atomically 
smooth interface in the case of  growth 
of  thin epitaxial film of  strontium iridate 
SrIrO3 over the epitaxial film La0.7Sr0.3MnO3, 
grown on (LaAlO3)0.3(Sr2AlTaO6)0.7 (LSAT), 
NdGaO3, or SrTiO3 substrates. Technically, 
this is feasible by either laser ablation [18-
20], or by magnetron sputtering at high 
temperature [12]. It has been demonstrated 
that an increase in Hilbert damping in SrIrO3/
La0.7Sr0.3MnO3 heterostructure is caused by 
spin current which flows across the interface 
[12,18,19]. Experimental studies of  spin 
current characteristics under influence of  
spin pumping showed that the anisotropic 
magnetoresistance of  La0.7Sr0.3MnO3 also 

contributes to the total response along with 
the component, caused by spin current 
generation [8,12,13,18].

2. MATERIALS AND METHODS
Thin epitaxial films of  strontium iridate SrIrO3 
(further, SIO3) and manganite La0.7Sr0.3MnO3 
(LSMO) with thicknesses of  10-50 nm were 
grown on single crystal (110)NdGaO3 (NGO) 
substrates using radio frequency magnetron 
sputtering at substrate temperatures of  770-
800°C in a mixture of  Ar and O2 gases at a total 
gas pressure of  0.3-0.5 mbar [12].

The crystal structure of  obtained 
heterostructures was investigated by X-ray 
diffraction analysis and the transmission 
electron microscopy (TEM). Fig. 1 shows 
a TEM image of  cross section of  the 
heterostructure, demonstrating the SIO3/
LSMO interface and the interface of  the 
LSMO film with the NGO substrate. We will 
describe the crystal lattice of  SIO and LSMO 
as a distorted pseudo-cube with parameters 
aSIO = 0.396 nm and aLSMO = 0.389 nm, as 
the growth of  heterostructure is realized by 
cube-on-cube mechanism with the following 
ratios: SrIrO3||(001)La0.7Sr0.3MnO3||(110)
NdGaO3, and [100] SrIrO3||[100] 
La0.7Sr0.3MnO3||[001] NdGaO3 [12].

Fig. 1. Cross section of  SrIrO3/La0.7Sr0.3MnO3 
heterostructure on NdGaO3 substrate, obtained by 
transmission electron microscope. The additional Pt platinum 

film deposited for ion etching was removed.
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3. RESULTS AND DISCUSSION
In the SIO3/LSMO heterostructure, the 
paramagnetic SIO3 film plays role of  a normal 
metal with strong SOI, while ferromagnetic 
LSMO is a half-metal with an almost 100% 
polarization at low temperatures.

In experiments with spin pumping at 
microwaves, the main decisive parameters are 
the spin diffusion length λ which characterizes 
spin current dissipation in N metal, and the 
spin-Hall angle θSH – the ratio of  spin to charge 
currents at the N/F interface, and the spin 
mixing conductance g↑↓, which is determined 
by the electron scattering matrix at N/F and 
characterizes the spin transfer transparency 
of  angular magnetic momentum through the 
interface [4,5].
3.1. spin current Generation

At the FMR spin pumping, spin current jS flows 
through the SIO3/LSMO interface, which is 
characterized by the spin mixing conductance g↑↓, 
consisting of  a real (Re g↑↓) and an imaginary part 
(Im g↑↓), as well by the amplitude of  precession 
of  magnetic moment m under influence of  
magnetic component of  the microwave field 
[4,13]:

S
dm dmj Re  m Im .

4 dt dt
h g g
π

↑↓ ↑↓ = + 
 

 (1)

The spin current was recorded by measuring 
the voltage on a sample shaped ad s strip of  
SIO3/LSMO heterostructure grown on an 
NGO substrate with metal Pt contacts. To set 
the microwave magnetic field, the sample under 
the test was placed on a microstrip line, allowing 
to be carry out measurements in frequency band 
f = 2–20 GHz [10]. A constant magnetic H-field 
was set in the plane of  the substrate and was 
directed perpendicular to the emerging charge 
current (along the Y axis), and the microwave 
magnetic field was excited by a short-circuited 
microstrip line with a microwave magnetic field 
component directed along the X axis. Precession 
of  the magnetization of  the LSMO film around 
the SIO3/LSMO strip induces a spin current 

perpendicular to the SIO3/LSMO interface 
(Z axis) and could be detected by voltage 
measurements due to ISHE (see inset in Fig. 2). 
The charge current jQ is related to the spin 
current jS through a dimensionless parameter – 
the spin Hall angle θSH [2,6]:

2 ,Q SH S
ej n jθ  = × 

 





 (2)

where n  is the unit vector of  the spin momentum 
direction.

Fig. 2 shows the magnetic-field dependence 
of  the voltage appeared on the SIO3/LSMO 
heterostructure under the influence of  
microwave field at frequency f = 2.3 GHz and 
power 20 mW at T = 300 K. It is seen that the 
sign of  the response V(H) is reversed when the 
direction of  dc magnetic field is changed. This 
caused by the change in the direction of  induced 
charge current due to direction reversal of  vector 
n , reversing the direction of  dc magnetic field. 
In experiment, caused by parasitic microwave 
detection by Pt contacts some asymmetry of  
response amplitudes for opposite directions 

GENERATION AND DETECTION OF SPIN CURRENT 
IN IRIDATE/MANGANITE HETEROSTRUCTURE

Fig. 2. Magnetic-field dependence of  the response of  SrIrO3/
La0.7Sr0.3MnO3 heterostructure to microwave field applied 
at frequency f  = 2.3 GHz at T = 300 K with power of  
30 mW. The inset shows the topology of  the heterostructure 
indicating directions of  microwave magnetic component h(t) 
and dc H magnetic field, as well as the direction of  the charge 
current flow (registration of  voltage V along the X axis) 

caused by the spin current.
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of  H-field can be observed. An anisotropic 
magnetoresistance (AMR) response also 
contributes, which, however, under the certain 
conditions does not depend on direction of  dc 
magnetic field [8,21].

Fig. 3 shows the voltage response caused 
by spin current at f = 2.3 GHz, T = 300 K, 
obtained from the half-difference of  responses 
(Fig. 2) at opposite directions of  H-field. The 
response shape is described well enough by 
the Lorentz function. The contribution caused 
by contacting phenomena and AMR was by an 
order in magnitude smaller, than amplitude of  
spin current response.

The flow of  spin current through the 
interface causes an additional damping of  spin 
precession. In experiment, this manifests itself  in 
broadening of  the FMR spectrum line , which is 
usually determined by the Hilbert spin damping 
coefficient α [4,11,22]. Parameters α and ∆H are 
coupled by a relation [23]: ∆H(f) = 4απf/γ + ∆H0, 
where γ is the gyromagnetic ratio, and ∆H0 – is 
broadening cased by magnetic inhomogeneity. 
Note, here we neglect the contributions of  
other damping sources (see, for example, 
[24]). The frequency-independent broadening 

∆H0 = 6±1 Oe is small and determined by 
the magnetic inhomogeneity of  the LSMO 
film in the heterostructure. For LSMO films 
we get αLSMO = (2.0±0.2)·10-4 and damping 
increases in heterostructure SIO3/LSMO αSIO/

LSMO = (6.7±0.8)·10-4. The increase in Hilbert 
damping after deposition of  SIO3 film makes 
it possible to estimate the real part of  the spin 
mixing conductance Reg↑↓ [4,21,25]. For LSMO 
magnetization M = 370 Oe and the thickness of  
the LSMO film dLSMO = 30 nm, we obtain Reg↑↓ 
= (3.5±0.5)·1018 m-2. Note, that the obtained 
value coincides in order of  magnitude with Reg↑↓ 
= 1.3·1018 m-2, determined in [19]. Changing 
thin film thickness of  SrIrO3 in SIO3/LSMO 
heterostructure from 1.5 nm to 12 nm value of  
Reg↑↓ is changed from 0.5·1019 m-2 to 3.6·1019 m-2 
[18].

According to the theory based on the spin 
interaction between localized and conducting 
electrons the spin mixing conductance Reg↑↓ is 
determined by resistivity ρSIO and spin diffusion 
length λSIO of  the normal metal with SOI, in our 
case SIO3 film [25]:
Reg↑↓ ≈ (h/e2)/(ρSIOλSIO).         (3)

Taking h/e2 ≈ 25.8 kΩ , for λSIO = 1 nm [19] 
and ρSIO = 3·10–4 Ω cm [12] from relation (4) 

Fig. 4. Temperature dependences of  spin current amplitude 
(filled circles) and line-widths (filled triangles). The spin 
current value is obtained by dividing the voltage response by the 
resistance of  heterostructure. Inset: temperature dependence of  

heterostructure’s resistance at H = 0.

Fig. 3. Voltage response induced by spin current at FMR 
pumping frequency f  = 2.3 GHz, T = 300 K, obtained 
from the half  difference of  peaks at opposite directions of  
dc magnetic field. Filled circles are experimental, solid line 
is the Lorentz line approximation. Empty circles - response 
caused by parasitic contact phenomena and anisotropic 
magnetoresistance (half-sum of  peaks at opposite directions 

of  magnetic field).
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we obtain Reg↑↓ ≈ 8.6·1018 m−2. The obtained 
value is consistent in order of  magnitude with 
the experimental data for 3d transition metals, 
and for metallic ferromagnets Co, Ni, Fe the 
parameter Reg↑↓ is in the range 6·1018-8·1020 m-2 

[25,26], although relation (3) is just a qualitative 
estimate of  Reg↑↓ and does not take into account 
the influence of  spin-orbit interaction.

Assuming that the deviation of  the H0(f) 
dependence for SIO3/LSMO heterostructure 
from H0(f) of  the LSMO film can be described 
by a change in gyromagnetic ratio γ and 
attributed to a presence of  an imaginary part  
of  the spin mixing conductance, we obtain a 
value for   significantly higher than estimated for 
ferromagnetic structures with Pt [4,22].

Closer to realistic experimental conditions, 
on our opinion, is Img↑↓ 1019 m-2, obtained 
taking into account the error of  H0(f) function 
measurement. As shown in works [12,22], 
indeed, value of  Img↑↓ is comparable to the 
value of  Reg↑↓. Moreover, measurements of  Hall 
magnetoresistance for Pt/EuS [27] and W/EuO 
[28] structures showed that Img↑↓ exceeds Reg↑↓ 
by a factor of  3 and 10 times, respectively. Note, 

the appearance of  magnetization in the direction 
perpendicular to the plane, for example as in the 
case of  superlattice made from SIO3/LSMO 
heterostructures may play a significant role [17].

Fig. 4 shows the temperature dependence 
of  the spin current amplitude and response 
linewidth of  the heterostructure. The spin 
current amplitude is obtained from response 
voltage division by the resistance of  the 
heterostructure, shown in the inset to Fig. 4. It 
is seen that an increase of  spin current observed 
with decreasing the temperature for the Pt/
LSMO heterostructure [8] is not observed in our 
case, which is probably caused by the presence of  
a conducting layer at the SIO3/LSMO interface 
[13].

Fig. 5. Schematic 3D image of  SrIrO3/La0.7Sr0.3MnO3 
heterostructure on (110)NdGaO3 substrate with Pt contact 
pads. The current I is set along the X axis, the angle φ 
between the magnetic field H and the current I was varied by 

rotating the sample in the X-Y plane.

Fig. 6. Angular dependences of  normalized values of  
magnetoresistance of  heterostructure rL(T) (squares) and 
approximation by sinusoidal dependence (solid line) in polar 
coordinates, taken at the field H = 100 Oe at T = 300 K. 
(a) transverse magnetoresistance, (b) longitudinal. The scale of  

magnetoresistance variation is shown on the left.

b

a
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3.2. spin current detection usinG inverse 
spin hall effect

The inverse spin Hall effect (ISHE) is used to 
detect the spin current [1,5]. In this case, the 
ratio of  spin and charge currents is determined 
by a dimensionless parameter – spin Hall angle 
θSH (2) [2,6].

For determination the θSH value, the Hall 
geometry of  the SIO3/LSMO heterostructure 
shown in Fig. 5 and a 4-point measurement 
scheme was used. A constant magnetic field H 
was set in the plane of  the SIO3/LSMO interface 
of  heterostructure. The measured voltages 
were VL, proportional to the longitudinal 
magnetoresistance, and VT, proportional to 
the transverse (planar) Hall magnetoresistance. 
Along the X direction (see Fig. 5), a current 
I = 0.5 mA at frequency F = 1.1 kHz was set 
and a lock-in amplifier with high-sensitivity was 
used for voltage measurement. The substrate 
with the sample was rotated around the normal 
to the substrate in order to change the angle φ 
between the magnetic field H and the current 
I. The longitudinal magnetoresistance was 
determined from RL = VL/I, and the transverse 
magnetoresistance by RT = VT/I.

Magnetic-field dependences in normalized 
units of  the change in magnetoresistance rL(T) = 
∆RL(T)/R0 (longitudinal ∆RL, and transverse ∆RT) 
of  SIO3/LSMO heterostructure, where ∆RL(T) = 
RL(T) – R0 (R0 – magnetoresistance at H = 0) vs. 
angle φ between magnetic field H and current 
I were recorded. The obtained values were 
compared with magnetoresistance measurements 
for LSMO films, as well as for structures with a 
platinum film deposited on top of  an epitaxial 
LSMO film on a substrate (Pt/LSMO). The 
measured longitudinal magnetoresistance rL(φ) 
contains in addition to the spin longitudinal 
magnetoresistance rLS also a contribution from 
the anisotropic magnetoresistance (AMR) of  
the ferromagnetic LSMO film rA = RA/R0. For 
the case of  transverse magnetoresistance rТ(φ) 
contains also a component of  the planar Hall 
effect magnetoresistance.

Fig. 6a shows the angular dependence of  
the longitudinal magnetoresistance rL(φ) of  
the SIO3/LSMO heterostructure in polar 
coordinates. The dependence of  rL(φ) observed in 
the experiment is a parallel connection of  rLS and 
rA. In this case, the angular dependence of  AMR 
is described by the function rAcos2φ, which looks 
like a dependence of  spin magnetoresistance of  
the SIO3/LSMO heterostructure [6]:

2
1 cos ,LSr r ϕ=  (4)

where

2
1

2 (ReG ImG )Re .
1 2 (ReG ImG  )

SIO SIO SIO
SH

SIO SIO SIO

ir
d i
λ λ ρ

θ
λ ρ

↑↓ ↑↓

↑↓ ↑↓

+
=

+ +
 (5)

ReG↑↓ = Reg↑↓e2/h, ImG↑↓ = Img↑↓e2/h, it is 
assumed that the spin diffusion length λSIO is 
much smaller than the SIO3 film thickness dSIO. 
When current I flows longitudinally (along the 
X direction) we obtain a sinusoidal dependence 
rL(φ) (Fig. 6a). The phase shift in rL(φ) is caused 
by the difference between the coordinate of  
the substrate edge, from which the angle φ is 
counted, and the direction of  the LSMO film 
magnetization easy axis, which is given by the 
crystallographic direction of  the [001]NdGaO3 
substrate on which the LSMO film was epitaxially 
grown [12]. Using the values of  SIO3 film 
resistivity ρSIO = 3·10-4 Ω cm [12] and λSIO = 1 

Fig. 7. Temperature dependence of  transverse (Hall) 
magnetoresistance rT. Curve (1) corresponds to the angle φ 
= 210°, at which rT is maximum, curve (2) was taken at 
the minimum value of  rT (φ = 275°). The inset shows the 
temperature dependence of  the transverse (Hall) resistance at 

H = 0.
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nm [19] obtained at room temperature and the 
data for Reg↑↓ и Img↑↓ from the Part 3.1. of  this 
paper, for thicknesses dSIO = 10 nm and dLSMO = 30 
nm from amplitudes of  magnetoresistance rL(φ) 
using eq. (4) and (5) we obtain θSH = 0.03±0.01 
for spin-Hall angle. Obtained value is an order 
of  magnitude smaller than for the transverse 
case (Fig. 6b), but is about 4 times larger than the 
spin Hall angle for c Pt heterostructures [3,6,8].

Fig. 6b shows the angular dependence 
of  the transverse magnetoresistance rT(φ) 
in polar coordinates of  the SIO3/LSMO 
heterostructure which, in the general case, is the 
sum of  the contributions from the spin-Hall 
magnetoresistance rH and the contribution from 
the out-of-plane magnetoresistance r2 [6].

1
2sin 2 cos ,

2TS
rr rϕ θ= +  (6)

where θ is the angle between the current and 
magnetization along the Z axis perpendicular 
to the substrate plane (not shown in Fig. 5). 
The obtained values of  rT turn out are by an 
order of  magnitude larger than in the case of  
the longitudinal magnetoresistance rL even 
considering existence only the first term in (6) 
at θ = π/2. As a result, from the data from rT(φ) 
we obtain θSH = 0.35±0.05 for the SIO3/LSMO 
heterostructure. Thus, from the transverse 
magnetoresistance measurements, we obtained 
a value of  θSH about 10 times larger than that 
from the longitudinal magnetoresistance, which, 
likely, caused by shunting of  the longitudinal 
AMR magnetoresistance of  the LSMO film [13]. 
Note, θSH ≈ 0.3 was obtained in SIO3/LSMO 
heterostructures [11,16] by other methods. The 
second term dependent on the imaginary part 
of  the complex spin mixing conductance [6] in 
eq. (6) arises due to the magnetization directed 
perpendicular to the substrate plane and can 
cause an increase in magnetoresistance, which 
was observed in SIO3/LSMO superlattices [17]. 
High values of  the spin Hall angle in structures 
with SIO3 films were reported earlier: θSH = 
0.76 for Py/SrIrO3 [15] and θSH = 1.1 for SrIrO3/
Co1-xTbx [29]. In order of  magnitude, these values 

are close to θSH, observed in structures with 
topological insulators [30].

When the SIO3/LSMO heterostructure was 
cooled down to liquid nitrogen temperature 
T=77 K, the magnetoresistance value decreased. 
Fig. 7 shows the temperature dependence of  
the normalized transverse value of  rT for two 
cases of  rT(φ) at fixed values of  the angle φ: 
when rT is maximal (φ = 210º) and minimal 
(φ = 275º) at T = 300 K. At low temperatures 
(T < 150 K) the measurement error (not 
shown in Fig. 7) no longer allowed to extract 
reliable data. At T = 77 K, neither transverse, 
nor longitudinal magnetoresistance could be 
detected. The temperature dependence of  
the transverse resistivity of  the SIO3/LSMO 
heterostructure RT, taken at H = 0 is shown 
in the inset to Fig. 7. In general, the nature 
of  the temperature dependence of  RT(T) is 
similar to the temperature dependence of  
the planar Hall resistance rT(T). It is known 
that the magnetization M of  an LSMO film 
increases with decreasing temperature, but 
relations (4)–(6) [6] do not imply a change in 
the Hall magnetoresistance with temperature. 
Note, that the temperature dependences of  
the characteristics of  magnetoresistance, spin 
diffusion length, and spin Hall angle were 
considered in [30,31] for structures different 
from those considered in this work, as well as 
for the case of  spin moment changes in SIO3/
LSMO [20,32] under the influence of  current 
pulses. Note also, that the observed increase in 
spin current with decreasing temperature for Pt/
LSMO [8] is not observed in our case, which is 
probably due to the influence of  the conducting 
layer at the SIO3/LSMO interface [12]. Note, 
that the changes of  magnetoresistance with 
temperature can be caused by the temperature 
dependences of  Reg↑↓ and Img↑↓. Varying the 
numerical value of  the ratio Img↑↓/Reg↑↓ in 
(5) does not lead to a noticeable change in 
the parameter r1, but can affect parameter r2 
in the case of  the occurrence of  out-of-plane 
magnetization in F-layer.
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4. CONCLUSION
It is shown experimentally that under applied 
microwaves the spin current response in 
SrIrO3/La0.7Sr0.3MnO3 heterostructure exceeds 
the response caused by contributions due to 
parasitic detection at contacts and anisotropic 
magnetoresistance by an order in magnitude. 
It is shown that the imaginary part of  the spin 
mixing conductance in SrIrO3/La0.7Sr0.3MnO3 
interface turns out, by an order of  magnitude, 
is equal to its real part. It was found out that 
the amplitude of  the angular dependence of  
the transverse magnetoresistance significantly 
exceeds the amplitude of  the longitudinal one, 
which is, most likely, affected by the shunting 
effect of  the anisotropic magnetoresistance of  
the film La0.7Sr0.3MnO3 and by the conducting 
layer at the interface of  the heterostructure 
SrIrO3/La0.7Sr0.3MnO3. The spin-Hall angle (the 
ratio of  spin and charge currents) determined 
from measurements of  the longitudinal 
spin magnetoresistance was by an order of  
magnitude smaller than for the transverse 
(Hall) magnetoresistance, which is caused 
by the presence of  a conducting layer at the 
heterostructure interface. As the temperature 
decreases below room temperature, we did not 
find any significant increase in spin current 
value, both from the direct detection of  the spin 
current due to the inverse spin-Hall effect, and 
from the temperature dependence of  the spin 
magnetoresistance.
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Abstract: A calculation of  the sound pressure frequency dependences scattered by a finite 
elastic cylindrical shell placed in a liquid medium is presented. The shell has hemispherical 
ends and is considered either hollow or filled with gas or liquid. The scattered sound pressure 
under conditions of  hydroelastic contact on the shell surfaces is found by jointly using the 
Kirchhoff  integral and the integral equation for the elastic medium displacement vector, 
obeying the Lamé equation. Boundary conditions regarding stresses and displacements 
are formulated for each of  the shell contact surfaces with the external and internal 
environments. Considerating approach is based on the numerical transformation of  
continuous integral equations into a system of  linear algebraic equations using curvilinear 
isoparametric boundary elements. In this case, the elements geometry and the main 
variables (displacements and stresses) are specified using the same interpolating relations 
(shape functions). The scattered sound pressure frequency dependences are calculated and 
analyzed for various ratios of  the length and shell diameter.
Keywords: finite elastic cylindrical shell, Kirchhoff  integral equation, displacement vector, 
boundary elements, scattered sound pressure
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1. INTRODUCTION
It is known that the target detection range of  
modern sonar systems significantly depends 
on the energy losses of  probing and reflected 
signals. The increase in such losses with 
frequency dictates the need to reduce the 
location signal frequency. In addition, discrete 
signal components in the low-frequency 
range are less sensitive to fluctuations in 
the marine environment parameters and are 
very informative in identifying individual 
characteristics of  objects. In the context 
of  the principles of  a deformable solid 
mechanics, it is possible to obtain solutions 
to boundary value problems for objects 
of  non-analytical shape using numerical 
methods: finite differences, T-matrices, finite 
and boundary elements. Algorithms based on 
these methods form the basis of  common 
software packages for solving boundary 
value problems (ANSYS, NASTRAN, 
COSMOS/M, COMSOL Multiphysics [1-5], 
etc.).

With all the undoubted advantages of  
such packages, specially developed individual 
software can have significant advantages 
in practice, having: compactness, speed, 
uniqueness, interaction with analytical 
and approximate approaches, accessibility, 
absence of  an expensive license, etc. 
The solution presented in this article is 
based on the use of  a boundary integral 
equation with respect to unknown surface 
displacements and stresses, interpolated by 
identical polynomial functions through their 
values at the nodal points of  curvilinear 
isoparametric boundary elements. The 
calculation algorithm implementation 
was carried out using software specially 
developed by the author.

2. PROBLEM FORMULATION
The sound pressure ps scattered by an elastic 
body can be found using the Kirchhoff  
integral and the Green's function for free 
space, which is the point source field placed 
at a far-field point [6-9]:

( ) ( ) ( ) ( ) ( )1 0 1 0 0 1 01 [ ; ; ] ,4
S

p p G p G dS
n nπ
∂ ∂

= −
∂ ∂∫r r r r r r r  (1)

where p(r1) is the sound pressure in the far 
field of  the object (Fraunhofer zone); r1 
– radius vector of  the far field point; S – 
closed surface surrounding an object with 
a continuous external normal n; p(r0) and 
∂p(r0)/∂n – amplitude-phase distributions 
of  sound pressure and its gradient on the 
surface S; r0 – radius vector of  a point 
on the surface S; G(r1; r0) is the Green's 
function satisfying the inhomogeneous 
Helmholtz equation.

The transition from ideal boundary 
conditions on the diffuser surface to 
the conditions of  hydroelastic contact 
adds to (1) the integral equation for the 
displacement vector u and the boundary 
conditions for contact of  an ideal 
compressible fluid with an elastic medium 
[10-12]:

( ) ( ) ( ) ( ){ }0 0 0 0; [ ; ] ,t
S

G dS= − ∑∫∫u t u nr r r r r r  (2)

where t(r0) = nT(r0) – voltage vector; n is 
the unit vector of  the external normal to S; 
T(r0) – stress tensor of  an isotropic material; 
Gt(r; r0) – Green’s displacement tensor; ∑(r; 
r0) – Green’s stress tensor.

In equation (2), the stress vectors t(r0) 
and displacement u(r0) on the surface of  the 
body S are unknown, and in equation (1) in 
this case, p(r0) and ∂p(r0)/∂n on the same 
surface are unknown. The displacement 
vector of  the elastic medium u, with a 
harmonic dependence on time, obeys the 
Lamé equation and can be represented, as 
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is known, as a combination of  scalar and 
vector potentials [12].

The following boundary conditions must 
be satisfied on the surfaces of  the shell, 
based on the complete system of  equations 
of  the linear theory of  elasticity, which 
determines the state of  dynamic equilibrium 
of  the elastic body [11,12]:

1) the normal component of  the 
displacement vector un is continuous and 
related to the normal derivative of  the 
diffracted pressure pΣ = pi + ps (pi is the 
sound pressure in the incident wave):

( )( )2
0 ,1/ /n s

u p nρ ω Σ= ∂ ∂  (3)
where ρ0 is the density of  the liquid medium, 
kg/m3; ω = 2πf, f – sound signal frequency, 
Hz;
2) normal stress σn:
– on the outer surface of  the shell is equal 
to the acoustic pressure in the liquid

| ,n s pσ Σ=  (4)
- on the inner surface of  the shell it is either 
absent (hollow shell) or equal to the sound 
pressure of  the gaseous or liquid filler;
3) there are no tangential stresses:

| 0.i sτ =  (5)
Using (3)-(5), one group of  unknowns 

on S can be eliminated from equations (1) 
and (2), and the two remaining unknowns 
can be found from a joint solution of  these 
equations [12,13].

                                        a                                                                                    b
Fig. 1. Initial flat (a) and corresponding curvilinear isoparametric (b) boundary elements

The approach under consideration is 
based on the numerical transformation of  
continuous integral equations (1) and (2) 
into a system of  linear algebraic equations 
using quadratic isoparametric elements. The 
use of  curved boundary elements provides a 
more detailed discretization of  the boundary 
surface and increases the accuracy of  the 
result while reducing computation time. 
When constructing a mesh of  boundary 
elements, the sampling step Δ of  the 
surface S in the direction of  any of  the 
coordinates should not exceed (0.25÷0.5)·λ0 
(λ0 is the length of  the sound wave in the 
liquid). Near the edges and corners of  the 
surface, the calculation algorithm provides 
for condensation of  nodal points with a 
decrease in the sampling step up to values Δ 
~(0.025÷0.05)·λ0. With such discretization, 
the three-dimensional boundary of  the 
region S is divided into triangular and 
quadrangular elements (Fig. 1), at the nodes 
of  which some coefficients are specified, 
and the continuous integrand function is 
approximately represented as a series of  basic 
(interpolating) shape functions multiplied 
by these coefficients. The nodal coordinates 
of  any point of  the original elements ix

α
 

are transformed into the corresponding 
curvilinear coordinates xi (i = 1,2,3), and the 
geometry of  the element xi(ξ), displacement 
ui(ξ) and stress ti(ξ) are specified using the 
same shape functions [12,13].
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Using such relations allows us to obtain 
the matrix equation based on (2):
[ ]{ } [ ]{ },H u G t=   (6)

where H and G  are matrices of  coefficients 
obtained as a result of  numerical integration.

Integral (1) will take the form [11-13]:

( )

( ) ( ) ( )

( )

s

2
0

i

1 [ / ( / ) ]4

4 ,

ikr ikr

S

p P

p Q e r e r dS
n

p P

ρ ωπ

π

Σ

=

∂
= − ⋅ +

∂

+

∫ u n  (7)

where pΣ(Q) is the diffracted sound pressure 
at point Q of  the surface S.

Having performed numerical integration 
(7) and expressing part of  the unknown 
stresses in (6) in terms of  pressure in 
accordance with the boundary condition 
(4), we obtain:

[ ]{ } [ ]{ } { }4 ,T u D p pπΣ Σ= +  (8)

[ ]{ } [ ]{ } { } ,H u G t F pΣ= +  (9)

where T, D, G and F are coefficient matrices.
Next, from equations (6) and (8), the 

distributions pΣ(Q) and (u∙n) on the surface 
S are found, and then, based on (7), pΣ(P) 
in a liquid medium is determined using 
quadrature formulas.

Let us consider the practical 
implementation of  this approach in relation 
to an isotropic circular cylindrical shell of  
length L and thickness h, limited at the 

ends by hemispheres of  radius a at different 
values of  the relative length L/a (Fig. 2):

We will assume that the shell is thin 
(h/a ≤ 0.05). As is known, for such shells 
it is possible, based on the Kirchhoff–Love 
hypothesis, to move from three-dimensional 
relations of  the theory of  elasticity to two-
dimensional ones. In this case, the exclusion 
of  tangential and shear forces allows, when 
describing small bending vibrations of  the 
shell, to use a system of  two differential 
equations and determine the projections 
of  all forces and stresses on the direction 
of  the normal to the middle surface of  the 
shell (the wave vector k is perpendicular to 
the z-axis of  the cylinder).

Let us introduce coordinate systems 
associated with each part of  the surface 
S, for which, at θ0 = 90°, all the main 
physical variables are functions of  only two 
coordinates, so the displacement vector 
will also have two components. For the 
cylindrical part of  the surface S2 they will 
have the form [9,14]:

1 1;  .ru u
r r r rϕϕ ϕ

∂Φ ∂Ψ ∂Φ ∂Ψ
= − + = − −

∂ ∂ ∂ ∂
 (10)

Using the representations of  the strain 
components εr, εφ through the components 
of  the displacement vector, as well as the 
generalized Hooke’s law for an isotropic 
medium, it is possible to express the elastic 
stresses on the surface S2 through the scalar 
Φ and vector Ψ potentials [12,15]:

2 2
2

1 2 2

2 2
2
22 2

1 12 ,

2 22 2 .

r r

r r

k
r rr r

k
r r r rϕ ϕ

σ λϑ µε λ
ϕ ϕ

τ µγ µ
ϕ ϕ

 ∂ Φ ∂Ψ ∂ Ψ
= + = Φ + − − +  ∂ ∂ ∂∂  


 ∂ Φ ∂Φ ∂ Ψ = = − + − Ψ −  ∂ ∂ ∂ ∂  

 (11)

where r, φ – cylindrical coordinates of  point 
Q; ϑ  = εr + εφ = divu; k1 and k2 are the wave 
numbers of  longitudinal and transverse 
waves in the elastic shell material.

Fig. 2. Elastic finite cylindrical shell with hemispheres at the 
ends; S2 is the area of  the lateral surface of  the cylinder, S1 

and S3 are the surface areas of  the hemispheres.
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lg|pΣ(P)|, dB

Fig. 3. Levels of  modules of  frequency dependences of  an audio signal reflected by a shell filled with: 
air (1), water (2) and vacuum (3) at θ0 = 90°; L/a = 20; h/a = 0.01.

Similar relations for the hemispherical 
parts of  the shell S1 and S3 will have the 
form:

2
1

2 2

2 2 2

2 2

2 2 2 2 2 2 2

1 1 ;

2

1 1 1 12 ;

1 ;1

,

2 1

2

r

r r

r r

u ctg
r r r

k

ctg ctg
r r r rr r r

ctg
r r r r r sin

θ θ

θ
θ

λϑ µε λ

µ θ θ
θ θ

τ µγ

µ θ
θ θθ θ

σ

∂Φ ∂Ψ
= − + Ψ +

∂ ∂
= + = +

 ∂ ∂Ψ ∂ ∂Ψ
+ − + − Ψ + − ∂ ∂ ∂ ∂∂ 

= =

 ∂Ψ ∂ ∂ ∂Φ
= + − − − Ψ 





Φ 

∂ ∂∂ ∂


Φ Ψ 








Ψ Ψ




 (12)

where r, θ – spherical coordinates of  point 
Q; .r divθϑ ε ε= + = u

Substituting relations for the components 
of  the displacement vector and elastic 
stresses into the boundary conditions (3)-
(5), we obtain for each point Q of  the 
surface S a system of  algebraic equations 
for finding unknown coefficients in the 
expansions of  elastic potentials, and then 
we find the distributions pΣQ and ur at the 
boundary element nodes (points Q) on the 
surface S.

3. RESULTS OF NUMERICAL 
ANALYSIS OF CHARACTERISTICS 
SOUND REFLECTIONS
Let us consider the main results of  
calculations of  the frequency characteristics 

of  sound reflection by a steel shell of  the 
shape under consideration in the range of  
wave radii ka = 0.95÷25.0. Fig. 3 shows 
the frequency dependences of  the modulus 
levels pΣ(P) at traverse location (θ0 = 90°) for 
a shell filled with air (curve 1), water (curve 
2) and vacuum (curve 3). The geometric 
parameters of  the shell are: L/a = 20; h/a 
= 0.01.

As can be seen from the figure, the levels 
of  modules pΣ(P) for a hollow shell exceed 
the corresponding values for an air-filled 
shell on average over the range by 1...1.5 dB 
(≈20%...50%). For a shell filled with water, 
the added mass can lead to the interaction 
of  vibration modes and, accordingly, to 
an increase in the likelihood of  resonance 
phenomena occurring. The latter can 
also be determined by the propagation of  
Scholte-Stoneley type waves in the liquid 
and elastic waves of  the Lamb type in the 
shell material [11,12,14], which is observed 
mainly for ka  > 3. The values of  the 
resonant frequencies are determined by the 
integer number of  lengths of  these half-
waves, which fit along the closed contour of  
the shell. In the presence of  a liquid filler, 
the probability of  phase matching for such 
half-waves at the excitation point increases. 

SOUND REFLECTION FROM AN ELASTIC FINITE 
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In addition, in this case, compared to an 
air-filled shell, at a number of  resonant 
frequencies (ka ≈ 5-10, 17-22, etc.) there is a 
tendency to double the frequency spectrum 
of  the reflected signal. Lower in frequency 
(ka ≤ 3) spatial coincidence resonances may 
occur.

Figures 4-7 show the frequency 
dependences of  lg|pΣ(P)|, dB for location 
angles θ0 = 0°; 30°; 60° of  a shell filled with 
air, at h/a = 0.01 and relative elongations 
L/a = 20; 10; 5 and 2.

The presented results show that at non-
averse location angles, the levels of  the 
reflected signal are generally 1...2 dB lower 
than at θ0 = 90°. When L/a decreases by a 
factor of  two, the repetition frequency of  
elastic resonances caused by the rounding of  
the shell contour by waves of  the Scholte-
Stoneley and Lamb type decreases by a 
factor of  2...3. When L/a < 10, the role of  
spatial coincidence resonances increases (up 
to ≈30%...50%), which manifest themselves 
predominantly in the range ka < 2 and 
location angles θ0 = 30°, 60°.

Fig. 5. Levels of  modules of  frequency dependences of  an audio signal reflected by a shell filled with air,
at L/a = 10; -θ0 = 0°; -θ0 = 30°; -θ0 = 60°.

lg|pΣ(P)|, dB

Fig. 4. Levels of  modules of  frequency dependences of  an audio signal reflected by a shell filled with air,
at L/a = 20; -θ0 = 0°; -θ0 = 30°; -θ0 = 60°.

lg|pΣ(P)|, dB
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4. CONCLUSION
The use of  a numerical transformation of  
continuous integral equations into a system 
of  linear algebraic equations for unknown 
displacements and stresses, determined by 
their values at the nodal points of  curvilinear 
boundary elements, made it possible to 
calculate the levels of  sound pressure 
dissipated by a finite elastic cylindrical shell. 
The latter has hemispherical ends, is placed 
in a liquid medium and is considered both 
hollow and filled with gas or liquid. The 
scattered sound pressure on the surfaces 

of  the shell is found by combining the 
Kirchhoff  integral and the integral equation 
for the displacement vector of  the elastic 
medium, which obeys the Lamé equation. 
The frequency dependences of  the modulus 
levels of  a stationary sound signal reflected 
by the shell are calculated and analyzed at 
various location angles, relative elongations, 
and options for filling its internal volume. 
The implementation of  the calculation 
algorithm was carried out using software 
specially developed by the author

lg|pΣ(P)|, dB

lg|pΣ(P)|, dB

Fig. 6. Levels of  modules of  frequency dependences of  an audio signal reflected by a shell filled with air,
at L/a = 5; -θ0 = 0°; -θ0 = 30°; -θ0 = 60°.

Fig. 7. Levels of  modules of  frequency dependences of  an audio signal reflected by a shell filled with air,
at L/a = 2; -θ0 = 0°; -θ0 = 30°; -θ0 = 60°.
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1. INTRODUCTION
Seismic exploration is the main method for 
detailed study of  the geological medium 
structure. Most of  the work is carried out 
using the reflected wave method in the 
modification of  the common depth point 
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(CDP). The seismic cross-sections obtained 
are interpreted by geologists. Based on them, 
they construct geological models and assess 
the resource base of  minerals.

CDP seismic cross-sections have several 
disadvantages: diffracted waves associated 
with faults and small objects are displayed as 
diffraction hyperbolas, inclined boundaries 
are not displayed in their true position, 
synclinal structures are displayed as loops. 
In cases where there are velocity anomalies 
in the geological model, the underlying 
reflecting horizons are less well focused, 
and their relief  is distorted. The seismic data 
migration procedure is aimed at minimizing 
these shortcomings and constructing a reliable 
seismic image.

One of  the advanced migration methods 
is the reverse-time migration method (RTM). 
The foundations of  this method were laid in 
fundamental works [1-3]. The method was 
subsequently developed and generalized to 
more complex media models using various 
parameterizations, integral formulas, and 
post-processing techniques by various 
researchers [4-8].

This article presents successful experience 
in using the RTM method to construct a 
migration image of  a complex geological 
medium in a two-dimensional setting. In 
the general case, a detailed derivation of  the 
fundamental formulas is presented, as well 
as a method for reducing them to the special 
case of  an acoustic model. The results of  the 
work contain a description of  the computer 
experiments performed and the constructed 
migration images.

2. MATERIALS AND METHODS
2.1. basic idea of rtm
Let the data ( )D D t=



 be recorded as a result of  
seismic exploration: a time-dependent signal 
at the receivers at points ,ix  Having denoted 
the wave field (generally speaking, unknown) 

in the entire geological massif  by u, we can 
write that D = Ru, where R is the restriction 
operator. Moreover, ,u U∈  where U is the 
space of  admissible functions of  coordinates 
and time. Let the physical and mathematical 
model of  the medium be described by the 
differential equation

[ ] ,F m u f=  (1)

where f is the known right-hand side, m M∈  are 
the parameters of  the medium from a certain 
space of  admissible parameters M, F[m] is a 
differential operator acting on functions from 
the space U. The differential problem based 
on equation (1) is well-posed when specifying 
suitable initial and boundary conditions. We 
can assume that these conditions are included 
in the definition of  the space U.

Then we can write the following residual 
function:

( ) ( )( ) ( )
( )

( )( ) ( )

( )( ) ( )( )

2

2
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2

0 0

1
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1
2

1 .
2
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R t
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ii

m Ru t D t

Ru t D t dt

Ru t D t dt
=

Ψ = − =

= − =

= −

∫

∑∫









 (2)

In this formula, the wave field u is the only 
solution to equation (1), therefore, u = u[m] 
and Ψ = Ψ[m].

Let us write down the definitions of  several 
concepts used later in the article.

The Frechet derivative of  a functional A 
acting from a normed space E into R1 (A:E 
→ R1) at the point 0 x E∈  is a linear functional

( )
0 0

1:  ,  , 
x x

A AE R x y x E y R
x x

 ∂ ∂
→ = ∈ ∈  ∂ ∂ 

 

such that

( ) ( ) ( ) ( )

( )
0

0

0 0 0A ,

lim 0.
x

x x

Ax A x x x x x x
x

x

α

α
→

∂
− = − + −

∂

=
 (3)
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Also, we will use the definition of  the 
adjoint operator A* to the operator A for 
spaces with the scalar product , :⋅ ⋅

, , .Ax y x A y∗=  (4)

The distribution of  medium parameters 
m*= argminΨ[m] can be considered a solution 
to the inverse problem of  finding medium 
parameters m using the known equation (1), 
the known right-hand side f and the known 
recorded data D. To find m*, we can use 
various optimization methods, for example, 
gradient methods using derivatives in the 
Frechet sense (3) are often used. It was noted 
that if  the initial approximate distribution of  
parameters is a smoothed version of  the true 
one (this is often the case due to the estimate 
of  the average value of  the velocity), then the 
desired increment of  medium parameters m* – 
minitial corresponds to the migration image of  
the medium. Based on this observation, the 
RTM method was proposed, which consists 
of  finding the gradient ∂Ψ/∂m and then 
processing it to obtain a migration image.

2.2. rtm in the operator form

In this subsection, we consider a method 
for finding the derivative ∂Ψ/∂m. Direct 
differentiation of  the residual functional 
(2) with respect to the parameters of  
the medium m will require finding the 
derivatives ∂(Ru)/∂m, which in the discrete 
case corresponds to the Jacobian matrix of  
the first derivatives (Ru)i

jm
∂
∂

, the calculation 
of  which is extremely expensive. Therefore, 
to calculate the derivative ∂Ψ/∂m,  the 
technique of  solving the adjoint equation 
is used, which does not require explicit 
calculation of   ∂(Ru)/∂m. The corresponding 
formulas can be derived in several ways [5]. 
We chose the Lagrange multiplier method for 
the continuous optimization problem with 
constraints, presented below.

To optimize the residual functional 
( )( ) ( )

( )n

2

R t

1 Ru t D t
2

−


  under the additional 
constraint F[m]u = f, consider the Lagrange 
functional

( )( ) ( )
( )

21, ,    
2

, [ ]

nR t
L m u Ru t D t

F m u f

λ

λ

  = − + 

+ −













 (5)

with arbitrary *, ,,   m u U Uλ∈ ∈ ∈

  where 
the space U* defines functions of  the same 
smoothness as in the space U, with the same 
boundary conditions, but with conditions at 
the final time instead of  initial conditions. 
From optimization theory it is known that the 
minimum of  the functional is achieved at the 
point where the derivatives of  the Lagrangian 
are equal to zero [9]. First, we write down the 
Frechet differentials of  the functional L with 
respect to u  and ,λ  using the definition of  
the adjoint operator (4):

( ) [ ]
, u,

 0  , ,
m

L F m u f
λ

λ λ
λ
∂

= + −
∂









 (6)

( )
, ,

ˆ   , [ ] ,
 

ˆ( ) [ , ].

 

ˆ
m u

L u Ru D Ru F m u
u

R Ru D F m u
λ

λ

λ

∗

∗ ∗

∂
= + + =

∂

= + +





 





 (7)

Equating the derivatives above to zero, we 
get a direct problem with respect to u and an 
adjoint problem with respect to λ:

[ ] 0  0,L F m u f
λ
∂

= ⇔ − =
∂ 

 (8)

( )* *0   [ ] 0.
 
L R Ru D F m
u

λ∂
= ⇔ + + =

∂




 (9)

Equation (8) is a direct problem that can be 
solved by a numerical method. Many different 
approaches have been developed for seismic 
problems, for example [10-12]. Equation (9) 
is an adjoint problem with respect to λ, which 
can also be solved numerically. In the next 
section it will be shown that for the acoustic 
model the operator F and its conjugate F* are 
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such that to solve the conjugate problem it 
is possible to use the same solver as for the 
direct problem.

Now consider the Frechet differential L 
with respect to the parameters of  the medium 
m under the assumption that the terms of  the 
operator F are linear with respect to m ( u , ,λ  
do not depend on m):

( ) [ ] ( )

[ ] [ ]( )
( )

, , , ,

ˆ  ˆ

ˆ

ˆ .

,  

, 

, 

m u m u

U

M

L F u
m m

F m m F m u

I x m

m m m
λ λ

λ

λ

∂ ∂
= =

∂ ∂

= + − =

=

 

 







 (10)

Thus, the derivative of  the functional with 
respect to the parameters m is an integral 
operator on the space   with kernel I:

( ) [ ] [ ]( )
0

,  .ˆ ˆ
T

M
I x m F m m F m u dtdxλ

Ω

= ⋅ + −∫ ∫
   (11)

The kernel ( )I I x=
  defines the integral 

operator defining the Frechet derivative, so 
I is usually called the gradient ∂Ψ/∂m. This 
kernel is the desired derivative.

So, the algorithm for calculating ∂Ψ/∂m   
is as follows:
1. Solve direct problem (8) – find u.
2. Solve the conjugate problem (9) – find λ.
3. Calculate the gradient ( )I I x=

  using 
the integral formula (11) based on the 
calculated u and λ.

2.3. acoustic model

In this work, acoustic equations were used 
to describe the seismic wave propagation in 
the geological media. This model correctly 
describes the propagation of  P-waves, 
their multiple passage and reflection at the 
interfaces between layers. Mathematically, the 
model can be written as a scalar wave equation

2 .ttu c u f= ∆ +  (12)

In this equation, ( , )u u x t=
  is the deviation 

of  pressure in the medium from equilibrium 
state; ( ) 0c c x= >

  is the propagation velocity 

of  longitudinal waves, Δ is the Laplace 
operator. Thus, the operator F can be written 
as

[ ]
2 2d

2
2 2

i 1 i

F m c .
t x=

∂ ∂
= −
∂ ∂∑  (13)

The problem is considered with zero initial 
conditions, since before the start of  seismic 
exploration the medium was at rest. On the 
only physical boundary – the free surface – a 
zero boundary condition is set. Thus, we can 
define the spaces * :,�

{ }2
0: 0,  0,  0 ,

t ntt xf C f f f
== ∈∂Ω= ∈ = = =  (14)

{ }2 : 0,  0,  0 ,
t Tt T xtf C f f f
=

∗
= ∈∂Ω= ∈ = = =  (15)

From this we can obtain the self-adjoint 
condition F = F*:

[ ]
[ ]

2

2

* ,

, .
L

L

u F u

F

m

mu

λ λ

λ

∀ ∈ ∀ ∈ =

=

→ 
 (16)

The restriction operator R represents 
taking values at points ,ix , and its conjugate 
R* is an operator that reduces the time signal 
at a set of  points to the sum of  delta functions 
over a coordinate at that set of  points. Thus, 
the right side of  the conjugate equation (9) 
–R*(Ru – D) is the sum of  the point sources 
located at the data receiver locations D.

To calculate I using formula (11), it 
remains to express in explicit form the 
expression [ ] [ ]( )F m m̂ F m u+ − . In this case, 
m̂  will not be included in the final formula, 
being transferred to another factor of  the 
scalar product according to formula (10). 
Considering the parameter m to be the square 
of  the velocity, from (13) we obtain

[ ] [ ]( ) 2F m m F m u cˆ uˆ ,+ − = ∆  (17)

( )
0

.
T

uxI dtλ= ⋅∆∫
  (18)

However, it should be noted that for 
other parameterizations of  the model under 
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consideration the result will be different. 
For example, considering the slowness 
β = 1/c2 as a medium parameter, we can 
write F1 = βutt – Δu, from which it follows 

[ ] [ ]( )1 1ˆ ttF m m F m u uβ+ − =  and formula

( )1
0

.
T

tt tx dI uλ= ⋅∫


 (19)

The last formula, taking into account 
the zero initial conditions on u and the final 
conditions on λ, according to the rule of  
integration by parts, can easily be rewritten in 
the form

( )1
0 0 0

.
T T T

tt t t ttI x u dt u dt u dtλ λ λ= ⋅ = − ⋅ = ⋅∫ ∫ ∫


 (20)

In this work, we used the simplified 
formula widely used in practice

( )
0

.
T

I x u dtλ= ⋅∫
  (21)

2.4. Gradient post-processinG for the 
miGration imaGe calculation

For some real problems, the resulting gradient 
∂Ψ/∂m is quite far from the desired migration 
image. There are several approaches to 
improve the result. For example, Least-Squares 
RTM performs a gradient descent procedure 
to achieve dm ≈ m* – minitial, but this method is 
computationally expensive. In this work, we 
used several simpler techniques that allow us 
to significantly improve the final migration 
image in a short computational time.

The first such method is the seismic 
signal attenuation compensation. It is known 
that the amplitude of  waves decreases due 
to geometric divergence even in a model of  
the geological media without dissipation. 
Consequently, the amplitude of  the gradient 
obtained using integral (21) decays with 
depth, because the sources of  both the direct 
and conjugate problems are located near the 
surface. To compensate for this effect, it was 
proposed to replace the integral formula (21) 
with the following:

( ) s:sources 0

2
s:sources 0

Image x = .

T

s s

T

s

u dt

u dt

λ

δ

∑

∑ +

∫
∫



 (22)

The non-negative denominator is separated 
from zero using the small constant δ. We also 
explicitly added summation over all sources 
to this formula: for each source there is its 
own set of  data D, and its own calculation of  
the direct and conjugate problems is carried 
out.

A standard Laplace filter is used to 
suppress low-frequency noise components in 
the resulting image.

Since the amplitudes of  (x)I   in the 
immediate vicinity of  sources and receivers 
are extremely large, but are not of  significant 
interest, when displaying I for visual analysis, 
values near the surface (down to depths of  
the order of  100 m) are set to zero.

3. RESULTS
The computational algorithm described in the 
work was implemented by the authors as a 
computer program in Python. To numerically 
solve the governing equations of  the direct 
and adjoint problems, the open-source 
solver SpecFem2D, based on the spectral 
element method, was used [13]. Fourth order 
elements were used as a basis for expanding 
the solution. Near the lateral and lower 
boundaries, absorbing PML layers were 
additionally used [14]. During the modeling 
process, the calculated pressure fields were 
saved to the hard disk, after which they were 
used to calculate the integral using formula 
(22).

A two-dimensional formulation of  the 
problem with the widely used test geological 
model Marmousi [15] in a monoparametric 
acoustic formulation (13) was considered. 
Fig. 1 shows the P-wave velocity distribution 
in the true media model. To build an initial 
guess model, this distribution was smoothed 
using the gaussian_filter function of  the 
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SciPy.ndimage library. For clarity, the 
difference between the initial guess and the 
true distribution m* – minitial is presented in 
Fig. 2.

When carrying out computer calculations, 
a square computational grid with a step of  20 
m was used, covering a geological model with 
dimensions of  10×3.5 km. The total time of  the 
computer experiment was 3.5 s, the time step was 
chosen equal to 3.5·10-4 s. The source function 
was a Ricker pulse with a peak frequency of  25 
Hz. On the day surface, data were recorded by 
491 receivers, uniformly located with a step 
of  20 m at a depth of  10 m. To construct a 
migration image, 61 sources were used with 
a step of  150 m at a depth of  10 m. Fig. 3 
shows the result of  the RTM method.

4. CONCLUSIONS
The work considers the seismic exploration 
inverse problem – determination of  the 
boundary positions between the geological 
layers. The derivation of  a calculation 
algorithm for the reverse time migration of  
seismic data in the general case is presented. 
Simplified calculation formulas for the 
acoustic model of  the geological media were 
obtained. The computational algorithm was 
implemented as a computer program. It 
was successfully used to solve the migration 
problem for the Marmousi test model. Analysis 
of  the resulting migration image confirms the 
possibility of  localizing reflective horizons 
and suppressing noise.

As a further continuation of  the research, 
the generalization of  the considered approach 
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Fig. 1. Spatial distribution of  the P-wave velocity in the Marmousi model.

Fig. 2. The difference between true model and used initial guess model.
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to more complex models of  geological media, 
for example, isotropic and anisotropic linear 
elastic models is prominent.
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1. INTRODUCTION
Wireless communication systems are widely 
used nowadays. The growing transmitted 
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data volumes and the development of  new 
applications led to increased demands for 
modern communication systems: spectral 
and energy efficiency, data rate, noise 
immunity, mitigation of  delays, the ability to 
connect a large number of  subscribers, etc.

Multi-antenna Multiple Input Multiple 
Output (MIMO) systems are one of  the 
key technologies for increasing spectral 
efficiency, and, accordingly, data rate and 
noise immunity of  the transmission. Unlike 
traditional single-antenna Single Input 
Single Output (SISO) systems, MIMO uses 
multiple antennas both on the transmitting 
and receiving sides. Ideally for systems 
with MIMO, the number of  independent 
streams is a multiple of  the number of  
antennas. This is achieved in an uncorrelated 
multipath channel with non-line-of-sight, 
where the receiver is synchronous with 
the transmitter and ideally evaluates the 
frequency response (FR) of  the channel. 
However, in real systems, due to the physical 
proximity of  antenna elements, there is 
a spatial correlation of  signals, and noise 
does not allow for an accurate assessment 
of  the channel frequency response. Some 
scenarios are characterized by the line of  
sight, which also leads to signal correlation. 
These factors significantly affect the MIMO 
performance, impairing the efficiency of  
multiplexing and channel noise immunity.

There are two types of  MIMO: single-
user (SU-MIMO) and multi-user (MU-
MIMO). In multi-user systems, a base 
station with multiple antennas can 
simultaneously transmit a signal to several 
subscriber stations with one or more 
antennas (broadcast channel) [1]. It is also 
possible that many subscribers with one 
or more antennas transmit a signal to one 
base station with several antennas (multiple 
access channel) [1].

Inter-user interference, caused by signals 
intended for other subscribers, should be 
mitigated. Different types of  beamforming 
are used to tackle this issue with MU-MIMO 
systems making it possible to perform this 
procedure in a digital, analog or hybrid 
(digital and analog) form. 

Analog beamforming, which originated 
in the middle of  the 20th century, is directly 
related to phased arrays. In modern systems 
employing analog beamforming, signals 
from the radio frequency (RF) circuit are 
fed to phase shifters before reaching the 
antenna elements, which allows for real-
time adjustments to the antenna pattern [2].

In the case of  digital beamforming, the 
signal from the modulator output arrives at 
a digital preliminary coder (precoder), where 
it is multiplied by the calculated coefficients. 
This operation results in changing both the 
signal amplitude and its phase. There are 
different precoding algorithms, for example, 
Block Diagonalization (BD) [3], Channel 
Inversion (ChI) [4], Dirty-Paper Coding 
(DPC) [5], Tomlinson–Harashima (TH) [6], 
and others [7–8].

Hybrid beamforming combines analog 
beamforming and digital precoding. In 
this case, signal is processed in the time 
and frequency domain. Currently, hybrid 
beamforming is the main technology for 
massive MIMO (mMIMO) systems, as well 
as communication systems in the mmWave 
range [9].

Even though the algorithms used in 
MU-MIMO have been known for a long 
time, the evaluation and comparison of  
various beamforming methods are poorly 
represented in the literature. This article 
addresses the impact of  various distorting 
factors on the signal noise immunity, 
including frequency response estimation 
errors, spatial correlation, and Rice K-factor, 
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when using different beamforming methods. 
It also describes the obtained dependences 
of  the bit error probabilities and the 
ratio of  energy per bit of  information to 
spectral power density of  noise. There are 
conclusions about the effectiveness and 
applicability of  the considered methods 
presented.

2. BEAMFORMING IN MU-MIMO
Fig. 1 shows the structural schemes of  
systems employing different variants 
of  beamforming. For digital and hybrid 
adaptive beamforming on the transmitting 
side, it is required to have the channel state 
information (CSI), which is transmitted via 
the feedback channel. In real systems, the 
presence of  noise often hinders the accurate 
estimation of  the channel parameters. The 
CSI discreteness also affects the performance 
of  MIMO systems, underscoring the need 
to take into account the imperfection 
of  the estimation when considering the 
effectiveness of  beamforming algorithms.

As the problem statement, let us 
consider a mathematical model of  the MU-
MIMO system with digital beamforming 
(precoding). Its block diagram is presented 
in Fig. 2.

Let s1, …, sK be the modulation symbols 
of  K subscribers. ( ) ( )

TT T1 , , ,k =   
S s s  — the 

transposition operation, V1, …, VK are 

precoding matrices. [ ]1, , ,K=V V V  xk are 
symbol vectors transmitted through Mt 
antennas,

 ( ) ( )
TT T1 , , ,k =   

X x x

 
1 1

.
K K

k k
k

k k= =

= = =∑ ∑X VS x V s

Let yk represent the signal sample vector at 
the input of  the kth receiver, and nk represent 
the sample vector of  noise implementations 
at the input of  the kth receiver; Hk is the 
matrix of  channel coefficients for the kth 
receiver, 

TT T
1 , , .K =  H H H

1,

1,
,
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k k k i k

k k k
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In each of  the K receivers, the signal is 
postprocessed using matrices Dk, and the 
reconstructed signal for the kth user rk is 
described by the following expressions:

,k k
kr = D y

1,
.

K
k k i k

k k k k i
i i k= ≠
∑r = D (H V s + H Vs + n )

INFORMATION TECHNOLOGIES NOISE IMMUNITY OF MIMO MULTIUSER SYSTEMS UNDER 
NON-IDEAL CHANEL ESTIMATION AND OTHER DISTORTIONS

Fig. 1. Beamforming types.

Fig. 2. Block diagram of  MU-MIMO system with 
precoding.
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Thus, k
k k kD H V s  is a desired signal 

intended for the kth subscriber, and 
i

k k i
≠
∑
K

i=1,i k
D H Vs  is an interference component.

The problem of  digital beamforming can 
be formulated as the problem of  mitigating 
the interference component, which is 
equivalent to the expression:

1,
,

K
i

k k i
i i k= ≠

≡∑ D H Vs Θ

where Θ is the zero vector.
Therefore, the problem is reduced 

to finding precoding matrices Vi and 
postprocessing matrices Dk.

Let us examine the precoding types 
mentioned earlier, along with the hybrid 
beamforming.
2.1. block diaGonalization

To form a precoding matrix for the kth user, 
it is required to have information about the 
status of  channels of  other users, that is, the 
interference matrix, which includes channel 
matrices between the base station and other 
users [3]:

TT T T T
1 1 1

ˆ ˆ ˆ ˆ ˆ, , , , .k k k k− +
 =  H H H H H   (1)

After that, the singular value 
decomposition (SVD) of  the resulting 
matrix is performed and the matrix rank is 
calculated:

( )ˆ ˆrank ,k kL = H
H(1) (0)ˆ ˆ ˆ ˆ ˆ ,k k k k k

 =  H U V VΛ

where Uk are left singular vectors; Λk is a 
diagonal matrix containing the singular 
numbers of  matrix Hk; 

(1)
kV  are the first 

Lk of  the right singular vectors of  matrix 
Vk; 

(0)
kV  are (Ntx –Lk) of  the right singular 

vectors of  matrix Vk; and (0)
kV  forms an 

orthogonal basis for the space of  (1) [3]. 
And in what follows, ( )H

  is the Hermitian 
transpose.

The next step is to perform SVD of  the 
product of  the channel matrix for the kth 
user and (0)ˆ

kV :
( ) H0 (1) (0)ˆ .k k k k =  H V U V VΛ

As a result, the general precoding 
matrix can be represented as: 

( ) ( ) ( ) ( ) ( ) ( )0 1 0 1 0 1
1 1 2 2

ˆ ˆ ˆ, , , .K K
 =  V V V V V V V

The postprocessing matrix can be 
expressed as follows [3]:

H
1

H

...
.

... K

 
 =  
  

U 0
D

0 U
  

2.2. dirty-paper codinG

The DPC algorithm is based on an LQ 
decomposition of  the channel matrix [1], 
which is, in turn, associated with a QR 
decomposition:

,=H LQ  (2)
where L is a lower triangular matrix (with 
elements above the main diagonal being 
zero), and Q is the orthogonal matrix (QQH 
= QH·Q = I).

,=H QR  (3)
where R is an upper triangular matrix (with 
elements below the main diagonal being 
zero), and Q is the orthogonal matrix.

Let us derive the relation of  the LQ and 
QR decompositions (2) and (3):

H H H H H( ) .= = =QR R Q LQ H  (4)

From equation (4), it follows that the 
QR decomposition of  matrix HH will be the 
Hermitian-transposed LQ decomposition 
of  matrix H.

The precoding matrix is calculated based 
on matrix L. Multiplying the precoded 
signal by QH eliminates the impact of  Q [1]. 
Considering this, the received signal can be 
written as follows [1]:
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H H

,

0 011 1 1
021 22 2 2

1 2

l x z
l l x z

l l l x zmm m mm m

= + = + =

= + = +

    
    
    
    

        

Y HQ X Z LQQ X Z

LX Z





   

 



 (5)

where X is the precoded signal and Z is the 
noise.

Let us express the reception conditions 
without interference from (5).

For the first antenna, it is expressed as:

1 1,x x=   (6)
where 1x  is the signal at the precoder input.

From (5), the condition for the 2nd 
antenna can be expressed as:

21
2 2 1

22

,lx x x
l

= −  (7)

from equations (6) and (7), the condition 
for the ith antenna is represented as:

1

( 1) .
i

ik
i i k

k=1 ii

lx x x
l

−

= + −∑

Therefore, the precoding matrix can be 
described using the following expression [1]:

.

1 0 0

21 1 0
22

1 2 1

1
0 0 0 011 11

0 0 021 22 12

0 01 2

l

l

l lm m
l lmm mm
l l
l l l

l l l lmm mmm m

−

=

− −

−

=

 
 
 
 
 
 
 
 
 
   
   
   
   

     





   











   

   





 (8)

The precoded signal can be expressed 
using the following formula:

1 diag( ) ,−=X L L X  (9)
where L is the matrix resulting from the LQ 
decomposition of  matrix H, X  is the signal 
from the output of  the modulator, and diag 
are the elements of  the main diagonal.

The postprocessing for this algorithm is 
expressed as follows [1]:

1
11

12

0 0
0 0ˆ ,

0 0 mm

l
l

l

−
 
 
 =
 
 
 

X Y





   



 (10)

where X̂  is the reconstructed signal.
DPC is a non-linear algorithm enabling 

the maximum possible bandwidth in 
MIMO systems. However, this algorithm 
is of  limited practical utility, due to its 
high computational complexity and the 
associated increase in transmission power 
caused by the algorithm peculiarities.
2.3. tomlinson-harashima

The TH algorithm can be considered as a 
variant of  DPC with a symmetric modulo 
operation. Initially, TH was introduced 
to diminish peak or average power in 
the Decision Feedback Equalizer (DFE). 
The concept behind applying TH in DFE 
is to mitigate the impact of  postcursor 
intersymbol interference (ISI) [10] on the 
transmitting side, where the transmitted 
symbols are known a priori [11,12].

Let us denote the signal precoded by the 
DPC algorithm (9) as C.

The symmetric modulo operation for a 
signal can be expressed as follows:

( )2 ,
2
A jA

A
A

+ + 
= −  

 

C
X C  (11)

where A = ,M  M is the modulation order, 
X is the precoded signal, and     is the 
operation of  rounding down to the nearest 
integer.

Expression 11 can be transformed as 
follows:

( ) ( )Re Im
2 ,

2 2
A A

A j
A A

 + +   
= − +         

C C
X C  (12)
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where Re is the real part of  the number, Im 
is the imaginary part of  the number, and j 
denotes the imaginary unit.

The postprocessing problem is simplified 
to expression 10 from DPC and the 
subsequent modulo operation (12).
2.4. channel inversion

Precoding that uses the ChI algorithm for 
MU-MIMO systems essentially amounts to 
a pre-equalization operation [13] used in 
SU-MIMO systems, which is based on the 
same expressions.

In the case of  zero-forcing (ZF), the 
precoding matrix is expressed as follows:

1,ZF β −=W H  (13)

where H is the channel matrix, β is the 
coefficient used to limit the total transmitted 
power after pre-equalization.

Coefficient β is calculated using the 
formula:

( )( )1 1
,

Tr
TX

H

Nβ
− −

=
H H

where NTX is the number of  transmitting 
antennas, H is the channel matrix, and Tr is 
the matrix trace, that is, the sum of  elements 
on the main diagonal.

This coefficient allows for normalizing 
the output power to 1 watt.

Postprocessing is simplified to dividing 
the received signal by β:

ˆ ,
β

=
YX

where Y is the received signal and X̂  is the 
reconstructed signal.

By definition, β is the gain factor for an 
automatic gain control (AGC) system.

In the case of  the Minimum Mean 
Squared Error (MMSE) equalizer, equation 
(13) takes the following form:

1

1010 ,
2

SNR

H H TXNβ

−− 
 
 

 
⋅ = + 

 
 

W H HH I

where I is the identity matrix with ones on 
the main diagonal, and SNR is the signal-to-
noise ratio measured in dB.
2.5. hybrid beamforminG

Hybrid beamforming is a combined method 
that employs analog beamforming while 
using phase shifters. In numeric simulation, 
the analog beamforming matrix contains 
shift coefficients for each RF circuit. The 
digital precoding matrix, in turn, contains 
specific weights for signal processing in 
the frequency domain. This method allows 
combining the advantages of  digital and 
analog beamforming to achieve the best 
performance with minimal complexity of  
equipment and energy consumption [14].

To calculate the precoding and 
postprocessing matrices, approximation is 
used, involving the decomposition of  a signal 
into basic functions from a predefined set 
(codebook), where these functions are called 
atoms. Sparse approximation, in turn, aims 
to approximate the signal using the smallest 
number of  elements, while maintaining the 
number of  errors lower than a specified 
threshold level, i.e.

( ) ( )
1

0

0

,     

min,   min,

N

m m N
m

N

f t a g t
−

=

= +

→ →

∑ r

r a

where am is the decomposition coefficient; 
gm(t) is the codebook atom D; N is the 
number of  decomposition elements; rN is 
the approximation error;   —the norm; 
and 0

  is pseudonorm L–0, equal to the 
number of  non–zero elements of  the vector.

The problem of  determining digital 
(Fbb) and analog (Frf) precoding matrices 
can be formulated as maximizing mutual 
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information,  
( )

( )( )arg max , ,
rf bb

rf bbΙ
F ,F

F F  expressed by the 
following formula:

( )
H H H

2 2

,

log det .

rf bb

rf bb bb rf
sN
ρ
σ

Ι =
  

= +     

F F

I HF F F F H
 (14)

At the same time, by using SVD and 
its properties [15], equation (14) can be 
transformed as follows:

( )
2 H H H

2 2

,

log det ,

rf bb

rf bb bb rf
sN
ρ
σ

Ι =
  

= +     

F F

I V F F F F V∑
 (15)

where V and Σ are the matrices from the 
singular decomposition of  matrix H; ρ  is 
the average power of  the transmitter; NS is 
the number of  digital streams; and σ2 is the 
noise variance.

In addition, V = [V1V2]. Through 
mathematical substitutions in (15), as 
elaborated in [16], the optimal precoding 
matrix is represented as Fopt = V1. Furthermore, 
based on these transformations, the problem 
of  determining precoding matrices can be 
reformulated as follows:

( )
( )F,

, arg min ,
bb rf

bb rf opt rf bb  = − 
F F

F F F F F  (16)

where F
  is the Frobenius norm.

The mathematical apparatus of  sparse 
approximation is well-developed and highly 
suitable for calculating precoding and 
postprocessing matrices in the context of  
hybrid beamforming. In particular, equation 
(16) can be solved using the Orthogonal 
Matching Pursuit (OMP) algorithm [17]. 
Although there are other algorithms, for 
example, manifold optimization-based 
AltMin (MO-AltMin) [18], OMP offers 
significantly lower computational complexity 
with a slight decrease in spectral efficiency 
gain [19]. For this reason, this algorithm was 
used in the simulation.

The signal at the input of  the receiving 
antenna can be recorded as follows:

.rf bb= +y HF F x n
The postprocessing problem is to 

minimize the Mean Squared Error (MSE) 
between the signal from the modulator 
output and the received signal after 
processing 

( )
{ }( )2H H

2,
arg min E ,

rf bb

bb rf−
W W

x W W y  hereafter, 
E{...} is the averaging operator.

Consequently, the optimal postprocessing 
matrix is the MMSE equalization matrix, 
which in this case can be expressed as 
follows:

{ } { } 1H H H

12
H H H H H H

E E

1 .

MMSE

s
bb rf rf bb bb rf

Nσ
ρρ

−

−

= =

 
= + 

 

W sy yy

F F H HF F I F F H
 (17)

Taking into account (17) and using 
transformations, the determination of  digital   
and analog   postprocessing matrices can be 
simplified to the following expression:

( )
{ } ( )

1
H 2

, F

,

arg min E .
rf bb

rf bb

MMSE rf bb

  = 
 

= −  
 W W

W W

yy W W W

The OMP algorithm [17] can also used 
to solve this problem.

The reconstructed signal can be written 
as follows:
ˆ .bb rf=x W W y

3. SIMULATION RESULTS
To assess the noise immunity ensured by 
using different types of  beamforming, a 
mathematical model of  a broadcast MU-
MIMO communication system has been 
developed. Table 1 contains the main 
simulation parameters.

The simulation has been carried out 
under different scenarios. The results are 
the dependences of  BER on E0/N0.

In the first scenario, the channel 
coefficients obey the Rayleigh distribution. 
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The simulation in this scenario has been 
carried out for the BD, ChI, DPC, TH 
algorithms with perfect and imperfect CSI 
estimation.

Perfect estimation assumes that the 
transmitter knows the instantaneous values 
of  the channel matrix. It is important to 
note that the channel is stationary, and CSI 
perfectly aligns with the channel matrix. 
Imperfect estimation implies the presence 
of  noise due to which the receiver cannot 
accurately estimate both the channel and the 
temporary non-stationarity of  the channel 
frequency response.

Fig. 3 shows the obtained dependences 
of  the BER estimation on the ratio of  the 
energy per bit of  information to the noise 
power spectral density Eb/N0 for different 
root-mean-square error (MSE) estimates.

The second scenario considers the 
influence of  the line of  sight on the noise 
immunity. The presence of  line of  sight 
impairs the performance of  multi-antenna 

systems because it leads to a decrease in the 
channel matrix rank. Channel coefficients 
obey the Rice distribution. In this scenario, 
the channel matrix can be described by the 
following formula:

1 ,
1 1LoS NLoS

K
K K

= +
+ +

H H H

where HLoS is the line-of-sight component, 
HNLoS is a random component of  the channel 
matrix, and K is the Rice factor (the ratio 
of  the direct ray power to the power of  the 
other rays).

The line-of-sight component can be 
represented as follows:

( ) ( )( )T
,LoS rx rx tx txθ θ=H a a

where arx(θrx) and atx(θtx) are the responses of  
the receiving and transmitting antenna arrays, 
respectively; θrx and θtx are the receiving and 
transmitting angles, respectively.

Fig. 4 shows the obtained dependences 
of  BER on Eb/N0 at different values of  the 
Rice coefficient K.

The K = 2 coefficient indicates a weak 
line of  sight, K = 100 implies a weakly 
expressed multipath nature, K = 10 suggests 
the presence of  both multipath and line-of-
sight components.

The simulation for the third scenario has 
been performed in a correlated Rayleigh 
channel. In this scenario, the channel 
coefficients follow the Rayleigh distribution, 
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Fig. 4. Dependences of  BER on Eb/N0 in the Rice channel 
with different values of  coefficient K.

Table 1
Simulation parameters

Modulation QPSK

Transmitting antennas number 16

Number of users 4

Number of receiving antennas per 
user

4

Message size 320 bits per user

Signal-to-noise ratio range [0-30]

Iterations number 1000

Fig. 3. Dependences of  BER on Eb/N0 in the Rayleigh 
channel with different estimation errors
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but it is characterized by spatial correlation 
on both the receiving and transmitting sides 
caused by the physical proximity of  antenna 
elements and the limited diversity of  the 
propagation medium. Considering this, the 
channel matrix can be written as follows [1]:

1 1
2 2 ,rx txω=H R H R

where Rrx, Rtx are the correlation matrices 
on the receiving and transmitting sides, 
respectively, and Hω is the uncorrelated 
channel matrix.

Correlation matrices take the following 
form:

2

2

2

2

4 ( 1)

4 4

( 1) 4

4 ( 1)

4 4

( 1) 4

1

2

1
1

1 ,

1

1
1

1 ,

1

0 0
0 0

0 0

N
tx tx tx

tx tx

tx tx tx tx

tx

N
tx tx tx

N
rx rx rx

rx rx
k
rx rx rx rx

rx

N
rx rx rx

rx

rx
rx

r

ρ ρ ρ
ρ ρ
ρ ρ ρ

ρ

ρ ρ ρ

ρ ρ ρ
ρ ρ
ρ ρ ρ

ρ

ρ ρ ρ
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−

−
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=
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,

K
x

 
 
 
 
 
  

 

where k
rxR   is the correlation matrix for the 

kth user, while txρ  and rxρ  are the correlation 
coefficients on the transmitting and 
receiving sides. Fig. 5 shows the obtained 
dependences.

The selection of  these correlation 
coefficient values is justified as follows: when 

0.5ρ =  is true, the correlation introduces 
minimal distortions, whereas when 0.8ρ =  
holds true, the correlation already has a 
strong impact.

The last scenario considers hybrid 
beamforming and takes into account the 
spatial separation of  subscribers. Number 
of  digital streams Ns = 4, the architecture is 
fully connected. Users are evenly distributed 
around the base station. The distance 
between BS and UEs is in the range of  
200–4000 wavelengths, which corresponds 
to a distance of  up to 570 meters at 1800 
MHz and up to 200 meters at 6 GHz. Such 
coverage areas are common for small cells 
where MIMO technology is actively used. 
Fig. 6 illustrates the obtained dependences 
for a different number of  RF circuits (NTRF) 
on the transmitting side, considering both 
perfect and imperfect estimation of  the 
channel matrix.

Figs 3–6 demonstrate that imperfect 
estimation, the presence of  a line of  sight, 
and the correlation contribute to a significant 
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Fig. 5. Dependences of  BER on Eb/N0 in the Rayleigh 
channel for various spatial correlation coefficient values

Fig. 6. Dependences of  BER on Eb/N0 – for hybrid 
beamforming with varying estimation errors and different 

number of  RF circuits.
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decrease in the noise immunity of  MIMO 
systems. 

Fig. 3 illustrates that among digital 
algorithms, DPC shows the best noise 
immunity performance, but only with 
perfect estimation. Even a small estimation 
error (MSE = 0.001) results in a sharp 
decrease in noise immunity, with BER > 0.1. 
The TH algorithm is behind the DPC 
algorithm in performance by about 2.5 
dB (with perfect estimation), but it is less 
sensitive to estimation errors. Even with 
a small estimation error, the value of  
BER < 0.1 can be achieved via only TH 
or BD algorithms (BER is 0.02 and 0.06, 
respectively). With MSE = 0.01, none of  the 
precoding algorithms can achieve a bit error 
probability of  0.1. With perfect estimation, 
the ChI algorithm is behind BD by about 
1 dB in terms of  BER = 0.01, but a small 
estimation error also leads to a significant 
decrease in noise immunity, with BER > 0.1.

For Figs 4, 5, the performance 
degradation is considered relative to the 
uncorrelated Rayleigh channel with perfect 
estimation. Fig. 4 shows that even a weak 
line of  sight (K = 2) significantly diminishes 
the system noise immunity. At Eb/N0 = 27 
dB, BER increases by about 3 times for 
all types of  precoding. At K = 10, BER 
increases by about 10 times for the DPC and 
TH algorithms, by about 7 times for BD, 
and by 9 times for ChI (at Eb/N0 = 27 dB). 
The explicit line of  sight (K = 100) increases 
BER by about 90 times for DPC and TH, 
by 21 times for BD, and by 32 times for ChI 
at Eb/N0 = 27 dB. Only the DPC and TH 
algorithms allow achieving BER < 0.1 (0.05 
and 0.08, respectively). Thus, DPC is most 
resistant to the presence of  line of  sight in 
the channel.

Fig. 5 shows that a weak spatial 
correlation has almost no effect on noise 

immunity. Correlation at level 0.5ρ =  leads 
to an increase in BER by about 3–4 times 
at Eb/N0 = 27 dB. At 0.8ρ = and Eb/N0  
= 27 dB, BER increases by 128, 101, 32, 
and 52 times for DPC, TH, BD and ChI, 
respectively. At the same time, DPC and 
TH make it possible to achieve BER < 0.1 
(0.06 and 0.09, respectively), whereas when 
using BD and ChI, BER values are 0.2 and 
0.5. Consequently, DPC is most resistant to 
spatial correlation.

As can be seen from Fig. 6, with perfect 
estimation and NTRF = 8, the noise 
immunity is lower than that achieved with 
the ChI algorithm, and with NTRF = 16, the 
hybrid beamforming approaches the noise 
immunity performance of  DPC, but it is 
slightly inferior to it. At NTRF = 16, a small 
estimation error (MSE = 0.001) leads to a 
significant decrease in noise immunity, BER 
increases by about 40 times; while at NTRF 
= 8, such an error leads to a deterioration in 
noise immunity by about 4 times (at Eb/N0  
=27 dB). At MSE = 0.01, Eb/N0  = 27 dB; 
when NTRF = 16, BER ≈ 0.1; and when 
NTRF = 8, BER exceeds 0.1. With a larger 
estimation error (MSE = 0.1), BER exceeds 
0.1 even when NTRF = 16.

4. CONCLUSIONS
The article considers the influence of  
transmission channel parameters on the 
noise immunity of  MIMO systems. The 
obtained results highlight that MIMO shows 
robust performance with perfect estimation 
and a wide variety of  channels. However, 
real conditions often deviate significantly 
from ideal conditions. The presence of  
noise, partial or complete absence of  
multipathing, physical proximity of  antenna 
elements can lead to a significant decrease 
in the performance of  multi-antenna 
systems. For this reason, the work of  MIMO 
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systems in the light of  new technologies, 
such as machine learning, metamaterials, 
reconfigurable surfaces, is a significant 
research issue. For example, reconfigurable 
surfaces can enhance channel diversity, and 
machine-learning algorithms can improve 
the accuracy of  channel estimation. 
Additionally, there is a need for further 
improvement of  the existing beamforming 
algorithms and the development of  new ones, 
especially in the millimeter and terahertz 
ranges, to mitigate the consequences of  the 
strong signal attenuation. Research in these 
areas has the potential to become the basis 
for enhancements in basic characteristics 
of  forthcoming communication systems. 
In addition, the integration of  MU-
MIMO systems with existing multiple-
access methods, such as [20, 21], will 
further improve the communication system 
performance.
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1. INTRODUCTION
Currently, graphic display units for mobile 
devices are developing at a high pace. Many 
new display devices are characterized by 
resolutions up to 2560x1600 and dynamic 
refresh rates from 60 to 120 Hz. In this 
regard, it becomes relevant to use new 
standards in developing display interface 
controllers that can stream video at high 
speed. To solve this problem, there are 
several existing protocols that require 
using separate devices, so called display 
transmitter link controllers (here and 
afterwards referred to as DTLC), which 
complement the display controller by 
converting the output in the form required 
by the display. Many protocols that transmit 
video at high speed (1 Gbit/s and higher) 
require both to interact dynamically 
and agree on acceptable transmission 
parameters. Controllers for such protocols 
require complex program control that is 
specific for every type of  device. Protocols 
for flat panel displays that transfer smaller 
amounts of  data often do not require 
such complex control and feedback. If  
these protocols are used, flat panel display 
configuration does not change when 
display is up and running, and dynamic 
configuration is not supported. Like [1], 
let’s call complex DTLC a DTLC that 
require program control with feedback. As 

the number of  mobile devices with displays 
that require new ways of  interacting and 
new controllers increases, it is necessary 
to have approaches at hand to develop 
drivers for such (complex) devices [2]. 
If  the DTLC driver for interacting with 
flat panel displays is developed in parallel 
with the device, then several problems are 
encountered, some of  which are identical 
to those described in [1], and some are 
unique, related to the essence of  these 
protocols:
1. There is a need to compute compatible 

frequencies for the FPGA and select 
flat panels that will be used during the 
design of  a controller.

2. Possible incompatibility of  allowed 
frequencies of  panels and controllers, 
to bypass which additional hardware 
and software is required.

3. The need to test several frequencies 
and panel operation modes with no 
possibility to replace device hardware.

4. The need to bypass OS interfaces 
if  they are not compatible with the 
protocol version that is implemented 
in hardware.
To address these problems, different 

hardware and software-based approaches 
are used: use of  verifiers [3], creation of  
the Domain Specific Languages (DSLs) 
[4], automatic generation of  driver code 
based on the common pattern [5], and 
development of  drivers that define the 
unchangeable main features of  a series of  
devices until the end of  its production, 
while other features are parametristic and 
dynamically fetched from configuration file 
entries. This paper is an attempt to answer 
what approaches to the development of  
the DTLC driver for interacting with flat 
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panel displays should be applied, given the 
proposed conditions. The contribution of  
the study is as follows:
• This paper improves the DTLC driver 

architecture created earlier by ([1]) for 
cases where DTLC is used to interact 
with the flat panel display.

• To test the correctness of  programming 
an interface of  phase-locked loop 
driver (afterwards referred to as PLL), 
at the early stages of  the development 
of  the IP block, the logical comparator 
model was created and implemented on 
FPGA, which is used in conjunction 
with built-in PLLs. This model made 
it possible to test the correctness of  
programming of  phase-locked loop 
devices for DTLC in FPGA states 
similar to the real device application 
case.
The developed architecture ensures 

the implementation of  protocols for 
interaction with flat panel displays in 
the case when the controller has its 
own registers and configuration system. 
Unlike the known solutions, the proposed 
architecture makes it possible to reduce the 
amount of  changes in the implementation 
code in the event of  hardware upgrade, and 
also does not require the use of  automatic 
driver code generation based on high-level 
descriptions or the development of  special 
tools, such as domain-specific languages.

Section 3.1 describes approaches to 
developing drivers for Linux OS, on the 
basis of  which the study was carried out. 
Section 3.3 describes the architecture of  the 
DTLC driver for flat panel displays, which 
contains two loosely bound components 
– a hard-ware binding component and 
an OS interaction component, which are 

linked by an internal API. The hardware 
binding component performs most of  
the necessary conversions of  incoming 
data into those formats that are required 
for programming of  a particular device, 
programs its registers and ensures 
feedback. The OS interaction component 
converts requests from other parts of  the 
system and transmits them with an internal 
API, which is a system of  functions and 
structures common to all hardware binding 
modules. Section 4 describes how to use 
the above mentioned architecture when 
developing a driver for the MIPI Display 
Serial Interface (MIPI DSI), which is one 
of  the DTLC protocols for interacting 
with flat panel displays. Section 5 describes 
the logical model of  the comparator 
for testing the driver using FPGA PLL 
generator. This model allows testing the 
correctness of  programming the real 
hardware PLL drivers when it is necessary 
by using emulation of  real hardware PLL 
interface in FPGA instruments.

2. RELATED WORK
Some recent papers [6] offer to create 
systems with several DTLCs for 
interacting with the flat panel display that 
have a common physical interface layer 
(afterwards referred to as PHY), which can 
be used by only one DTLC at a time. One 
may try to get round this limitation using 
the DTLC driver architecture described 
in [7]. In this architecture frequency 
synthsizer in the shared device, but in the 
architecture, described in [6], PHY will 
be the shared device in this architecture 
and not the frequency synthesiser. Or it 
is possible to preserve the limitation on 
simultaneous operations but separate out 
the frequency synthesiser (FS) together 
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with PHY into an independent module 
with a common part of  the driver. Since 
PHY described in [6] is used in DTLC 
to interact with the flat panel display, the 
driver architecture described in this paper 
can also be used for controllers with such 
a PHY (taking into account the paper by 
[7]).

The article [8] describes approaches 
to designing DTLC drivers for real-time 
operating systems. The description of  the 
RTOS subsystem provided in this article 
allows applying the models for driver 
development like those used for DRM 
in Linux with minimal modification in 
terms of  component names replacement. 
This allows developing DRM-compatible 
models for DTLC drivers to interact 
with the flat panel display not only for 
Linux but also for other OS, which is also 
reported in [9]. This paper cites that DRM 
is also used for writing graphics drivers 
for FreeBSD OS. So it is possible to use 
the models developed for DRM to write 
DTLC drivers in these OS.

3. RESEARCH APPROACHES
3.1 approaches to the development of 
Graphics controller drivers on the 
example of linux os
Several approaches to the use of  certain 
popular graphics subsystem tools used 
in the development of  DTLC drivers for 
Linux are known. The most popular of  
them are the following:
1. DRM. As mentioned in [10], the DTLC 

interface is part of  the Direct Rendering 
Management (DRM) framework. If  
to consider the DRM subsystem as 
a software model of  the real output 
device, then all flat panel displays and 

interfaces for their interaction with 
DTLC match the panel type because 
they determine how graphics output 
works with fixed frequencies. However, 
the panel type implementation requires 
that each type of  panel has its own 
driver, even if  the controllers match. 
Therefore, most often DTLC drivers 
for fixed panels are implemented as a 
bridge + panel bundle, or, less often as 
encoder + panel bundle. The second 
option, in contrast to the first one, does 
not correlate with the external model, 
although it is practically possible [11]. 

2. User Mode Setting (UMS) or the 
implementation of  setting modes 
and interacting with hardware inside 
the X server. Problems with the 
implementation and the use of  UMS 
were reported in 2006 [12], whereafter 
no drivers for DTLC were developed 
using this approach.

3. FrameBuffer device (fbdev). This 
kernel interface preceded the KMS 
DRM module and was most common 
until 2008-2009, when the first version 
of  KMS was adopted. The fbdev 
interface did not provide for the 
implementation of  mode configuration 
in the kernel, and, therefore, required 
the implementation of  UMS, which 
led to the above problems. No drivers, 
specifically for DTLC devices, were 
developed using this approach after the 
appearance of  KMS.

4. There are driver implementations for 
the Android Display Framework (ADF). 
However, they are standard, hardware-
independent, protocol functions must 
be developed from scratch in each 
driver, which increases the likelihood 
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of  errors and increases the complexity 
of  the task. Also, due to the use of  the 
ADF architecture (the development 
of  fbdev), it becomes necessary to 
combine DTLC drivers and display 
controller drivers. Implementations of  
controller drivers in a number of  other 
Unix-compatible systems (for example, 
FreeBSD) are also created with DRM 
([9]), as the most advanced open system 
for implementing complex output tools.

3.2 methods used to study dtlc 
drivers

When preparing the paper, the authors 
analysed the existing open DTLC drivers 
for Linux OS. The special emphasis was 
placed on drivers for mobile platforms. 
Based on this analysis, the novel Display 
Serial Interface (DSI) driver architecture 
was developed. It allows quickly creating 
the driver for a device prototype and, after 
hardware release, port this driver to a serial 
device. Through previous analysis and 
case study, and using materials from [1], 
the proposed architecture has been further 
extended to all complex DTLC drivers to 
interact with flat panel displays.
3.3 differences in the dtlc driver 
architecture for interactinG with 
the flat panel display

For DTLC with a dynamic panel, the 
architecture offered by [1], Fig. 1, is 
currently the most applicable one. To 
adapt this architecture for use in flat panel 
display systems, the drm_panel structure 
must be used, which will only work with 
DRM model interfaces, and the panel 
driver must be fully compatible with the 
DRM model. The improved architecture is 
shown in Fig. 2. In this version, the drive 
rarchitecture also retains all the advantages 

described in [1], while being able to work 
with flat panel displays in cases where 
the feedback implementation in the panel 
complies with the relevant protocol clauses. 
However, this architecture needs to be 
improved in cases where non-standard 
extensions are required to interact with 
the panel interface.

4. ANALYSIS OF THE MIPI 
DISPLAY SERIAL INTERFACE 
PROTOCOL
Along with eDP (embedded DisplayPort, 
the development of  drivers for which 
was described in [1]), MIPI DSI, used 
by leading Android mobile device 
manufacturers, is one of  the most 
used protocols for transmitting data 
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to displays. The important part of  this 
protocol is a feedback protocol that 
is implemented through the Display 
Command Set (DCS), which defines 
the format of  commands and responses 
of  interaction participants, as well as a 
list of  standard commands that must 
be supported by all compatible devices. 
To implement the MIPI DSI protocol, 
DRM uses drm_encoder (to implement 
the controller driver), drm_panel (to 
implement the panel driver), and drm_
connector or drm_bridge (to implement 
panel interaction with the controller) 
[11].

There is a program model in the Linux 
kernel for DRM-based MIPI DSI drivers 
that complements the general DRM 
model as follows: MIPI DSI, like similar 
eDP standard implements not only the 
basic image output, but also additional 
functions (for example, the transfer of  
various data via the DCS protocol). To 
implement these functions from the MIPI 
DSI controller side, the DRM has a MIPI 
DSI Host object (mipi_dsi_host), and 
to implement these functions from the 
panel side, there is the MIPI DSI Device 
object (mipi_dsi_device), as well as several 

auxiliary functions only for MIPI DSI 
controllers and panels. MIPI DSI DRM 
model is shown on Fig. 3.
4.1 peculiarities of workinG with 
mipi dsi displays

The vast majority of  PHY for MIPI DSI 
(afterwards referred to as D-PHY) [13] 
either use burst mode or require certain 
constants for the MIPI DSI protocol to 
be taken into account. This leads to the 
fact that, unlike other DTLC, in MIPI DSI 
it is necessary to recalculate the time and 
frequency characteristics for all the modes. 
Also, unlike the DisplayPort protocol, 
the data transfer frequency in DSI is not 
constant but is derived from the pixel 
frequency using the formula
 clkhs = clkpix∙BPP∙lanes,
where lanes is the number of  active 
transmission lines (from 1 to 4), BPP is 
the number of  bits per pixel, and clkpix 
is pixel clock. It is the bit frequency 
that must be transmitted to the PLL 
of  the DSI controller [14]. The DSI 
protocol uses the Display Monitor 
Timings (DMT, see [15]) definition of  
screen resolution. However, unlike other 
protocols, DSI needs to recalculate all 
the characteristics of  horizontal lines in 
order for the invisible part of  the screen 
to fit the packet headers. Let us denote the 
horizontal characteristics as: HBP – Front 
Porch, HFP – Back Porch, HSA – Hsync 
Active, HACT – H Active, PULSE_CLK 
– pulse synchronisation value,  – число 
битов в пикселе. number of  bits in a 
pixel. For each characteristic (denoted as 
X) let’s XDPI be input characteristic of  
X, XDSI be recalculated characteristic of  
X. Protocol constants, such as HDR = 6 
(packet header, one per each timing, must 
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be in the invisible area), HSS = 4 horizontal 
synchronisation start header), HSE = 4 
(horizontal synchronisation end header), 
are also important for recalculation. The 
following formulas are used to recalculate 
timings:
HBPDSI = (HBPDPI∙BPP/8) – HDRHBP

HFPDSI = (HFPDPI∙BPP/8) – HDRHACT – HDRHFP

HSADSI = (HSADPI∙BPP/8) – HSS – HDRHSA – HSE
HACTDSI = HACTDPI∙BPP/8
PULSE_CLK = ((HACTDPI + HSADPI + 
HBPDPI + HFPDSI)∙BPP/8) – HSADSI – 20.

Calculations in accordance with the 
above formulas must always deliver 
integers. If  the figure turns out to be 
non-integer, then the driver must choose 
an alternative. Since there is no resources 
for this in the common DRM stack, this 
should be redirected to the controller 
driver. Different controller models may 
have different additional restrictions, 
such as the inability to select certain 
bit rates or the need to select specific 
vertical timings. To be able to determine 
additional restrictions on controller values, 
a module originally proposed in [1] for 
hardware interaction is used. However, 
an improvement is required for use with 
the fixed panel (2). It is also possible to 
reduce Vertical Front Porch (VFP, see 
[15]) to reduce power consumption with 
high-speed operation, which is performed 
depending on the model of  the controller 
and panel. Therefore, work on reducing 
VFP is done in the hardware module 
interactions. To test the correctness of  
programming the transmission frequency 
generator, a testing comparator (5) was 
used, which made it possible to avoid 
PLL programming errors when testing the 
DTLC driver for the MIPI DSI controller.

5. COMPARATOR-BASED LOGIC 
MODEL FOR TESTING PLL 
DRIVERS
For most DTLC, the driver needs to correctly 
program PLL frequencies directly related 
to the image output. On some controllers, 
the PLL data programming interface 
can be built directly into the controller’s 
program interface and performed in the 
same way as all other setup operations. 
Despite the development of  phase-locked 
loop devices with reduced size [16], FPGA 
and emulators often lack the ability to 
dynamically tune PLL, which makes it very 
difficult to test DTLC controllers with 
changing the connected monitor without 
powering off  the controller, for example, 
DisplayPort or HDMI. Each frequency 
value required project rewiring for FPGA. 
For DTLC with fixed panels, this problem 
is less relevant, since panels support a small 
frequency range and, thereore, a small 
number of  supported display modes. Such 
systems have another problem with FPGA 
drivers. Often, the programmable value of  
the PLL drivers is not taken into account 
by FPGA, which allows FPGA-based 
controller prototypes to display an image 
with incorrectly programmed PLL. In this 
case, the fact of  incorrect programming 
would manifest on production devices. 
To solve this problem, it was proposed to 
develop a testing block for FPGA-based 
implementation, the logical model of  
which consists of  the following elements 
(Fig. 4):
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• Input that receives the frequency 
specified during FPGA wiring.

• Calculation block that converts the 
input to a frequency value (rounded to 
the nearest whole number). The exact 
structure of  the calculation block is 
determined by the PLL programming 
interface or the part of  the controller 
programming interface that programs 
PLL.

• Comparator that compares the 
calculation block output with the 
frequency specified during FPGA 
wiring. If  the comparison result is 
positive, the comparator sends the 
enabling signal to the frequency skip 
switch. The allowed deviation of  the 
estimated frequency from the incoming 
one depends on the device under 
development (it often does not exceed 
1 kHz for DTLC).

• Frequency skip switch, which is turned 
on by the enabling signal from the 
comparator.
This model was implemented as an IP 

block on FPGA. The use of  this model 
to test DTLC drivers for interaction with 
the flat panel display made it possible to 
achieve correct PLL programming for 
the DTLC controller even before the first 
prototype was made. The correctness 
of  programming has been confirmed 
already at the testing stage with the use of  
emulators and FPGA.

6. CONCLUSION
The approaches proposed in this paper 
make it possible to reduce the amount 
of  changes in the implementation code 
in case of  hardware upgrade. Also, these 
approaches make it possible to reduce the 

number of  driver modifications to support 
device families (including for one device 
with differences in various blocks, for 
example, different PLL). The PLL model 
described above, when implemented, will 
allow testing drivers at the early stages of  
PLL development, as well as device drivers 
that use PLL.

Further developments may deal with 
determining the applicability of  the 
resulting architecture to the development 
of  DTLC drivers for embedded systems 
with external buses (for example, using 
DTLC on PCI Express), researching 
specific DTLC protocols (over HDMI), 
and also determining the possibilities of  
using the comparator to test PLL drivers, 
used in other SoC parts.
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Abstract: The main directions of  V.I. Vernadsky's scientific activity during the period of  the scientific 
revolution occurred at the end of  the 19th and until the middle of  the20th centuries are briefly listed. 
His decisive contribution to the initial research and practical application of  the phenomenon of  
radioactivity and nuclear physics is shown. Based on the discovery of  low-energy nuclear reactions 
more than 30 years ago, the development of  Vernadsky's ideas about the role of  radioactivity 
− the transformation of  some chemical elements into other chemical elements − in geology, 
in the thermal balance of  the Earth, in the prevalence of  trace chemical elements is presented. 
Main provisions of  the theory of  low-energy nuclear reactions in condensed matter are listed: 
the threshold for excitation of  the medium is indicated; shown is the possibility of  generating a 
strong magnetic field in a unidirectional flow of  electrons in a quasineutral plasma with the pairing 
of  free electrons, and, subsequently, the pairing of  atomic electrons into orthobosons with the 
latter forming a Bose-Einstein condensate, in which a new state of  matter is formed − transatoms, 
which are combined, due to their ultra-strong magnetic fields, into nuclear transmolecule, in which 
multinuclear transmutation reactions occur with non-radioactive products; with the transformation 
of  transmolecules into different sets of  stable nuclei, subject to all conservation laws. In this case, 
the collective parameter that characterizes the quasi-equilibrium distribution of  the mass numbers 
of  isotopes – reaction products – is the "thermodynamic" coefficient of  the energy content of  the 
medium. Natural nucleosynthesis in the era of  recombination of  the Universe, which gave rise to 
the formation and development of  organic chemical, and subsequently biochemical synthesis, is 
described. The development of  Vernadsky's doctrine of  the biosphere and noosphere of  the Earth 
is supplemented by the concept of  fractality of  material, including biological structures with the 
further evolution of  living matter, as well as by the concept of  planetary nucleosynthesis. Starting 
from the idea of  planetary nucleosynthesis, based on the mechanism of  multinuclear quantum 
transitions of  some atomic nuclei to others, a new doctrine of  the geological development of  the 
Earth and the foundations of  quantum planetology were formulated, which explained the strict 
temporal cyclicity observed in the geological activity of  the Earth associated with galactic jet 
energy flows. The issues discussed may become a basis for those directions in scientific research 
that will form a new paradigm, a new worldview.
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1. INTRODUCTION
1.1. v.i. vernadsky and his activities

On February 28, 2023 have passed 160 years 
since the birth of  the outstanding Russian and 
Soviet scientist, academician Vladimir Ivanovich 
Vernadsky (1863-1945) [1]. That date not only 
reminded us of  the role of  V.I. Vernadsky in the 
development of  science in the first half  of  the 
last century, but also stimulated us to turn again 
to his scientific heritage, including rereading his, 
according to Vernadsky himself, "main" book 
− "Chemical structure of  the Earth’s biosphere 
and of  its environment" [2].

The range of  Vernadsky's scientific interests 
was incredibly wide. His legacy contains works 
on geology, mineralogy, crystallography, 
and analytical chemistry. He studied soil 
science, biology, radiology, paleontology, and 
meteorology. His work made a huge contribution 
to the development of  geochemistry. Vernadsky 
founded a new science – biogeochemistry. 
Vernadsky knew the history and philosophy of  
science well. He laid the foundations for the 
study of  the noosphere known as a new period 
in the development of  the biosphere.

V.I. Vernadsky was one of  the first who 
appreciated the discovery of  the phenomenon 
of  radioactivity in 1896, who understood 
the power hidden in the atomic nucleus [3]. 
Having studied the works of  A. Becquerel, 
W.С. Roentgen, M. Sklodovskaya-Curie, E. 
Rutherford and F. Soddy, Vernadsky came to 
the conclusion that the study of  radioactivity 
and "uranium issues" could open new horizons 
in the development of  mankind. Back in the 
fall of  1908, three years before Rutherford’s 
discovery of  the atomic nucleus, he gave a report 
on radioactivity research at the Department 
of  Physical and Mathematical Sciences of  the 
Academy of  Sciences. The following year, he 
organized a radium expedition to Fergana, and 
subsequently compiled a review of  deposits 
of  radioactive minerals. 1911, V.I. Vernadsky 
organized in Saint-Petersburg the Mineralogical 
Laboratory, in which a radiological research 
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department was created in 1914. On the basis 
of  this department in 1915, the Radiological 
Laboratory was formed, which became the 
first scientific center in Russia for the study of  
radioactivity, and later, of  the atomic nucleus.

1922, the Radiological Laboratory was 
transformed into the State Radium Institute, 
V.I. Vernadsky was appointed the first director 
of  the Institute. The State Radium Institute 
consisted, at that time, of  three departments: 
chemical department (in the future – department 
of  radiochemistry), which was headed by V.G. 
Khlopin; physical department (nuclear physics), 
led by L.V. Mysovsky, and the mineralogical and 
geochemical department (radiology), which was 
headed by V.I. Vernadsky. Such outstanding 
scientists as academicians A.I. Alikhanov, A.P. 
Vinogradov, P.I. Kapitsa, I.V. Kurchatov, B.P. 
Nikolsky, A.E. Fersman, V.G. Khlopin, D.I. 
Shcherbakov; corresponding members of  the 
Academy of  Sciences V.V. Belousov, K.A. 
Nenadkevich, L.N. Bogoyavlensky, I.E. Starik; 
professors E.K. Gerling, L.V. Komlev and many 
other prominent specialists in the field of  research 
and practical application of  the phenomenon of  
radioactivity and nuclear physics worked at the 
Institute.

V.I. Vernadsky wrote in the same 1922: "...
we are approaching a great revolution in the 
life of  mankind that cannot be compared with 
anything it has previously experienced. The time 
is not far away when a man gets his hands on 
atomic energy, a source of  power that gives him 
a capability to build his life as he wants. Will a 
man be able to use this power, direct it to good, 
and not to self-destruction?" [4]. This prophecy 
was made by V.I. Vernadsky 16 years before the 
discovery, in 1938, of  uranium fission by thermal 
neutrons by German scientists O. Hahn and F. 
Strassmann.

It clearly follows from all of  the above 
that V.I. Vernadsky can fully be considered the 
founder of  nuclear research in Russia and in the 
Soviet Union.
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Vernadsky was confident that the 
phenomenon of  radioactivity, as the 
transformation of  some chemical elements 
into other chemical elements accompanied by 
the release of  enormous energy, would help 
to solve problems related to nuclear energy, 
geochronology, the thermal balance of  the 
Earth, the state of  trace chemical elements 
and related features of  their migration and 
concentration in the earth's crust.
1.2. modern development of v.i. 
vernadsky’s heritaGe

Our attention to the works of  V.I. Vernadsky 
is associated, first of  all, with the discovery of  
low-energy nuclear reactions (LENR) in 1989-
1992 [5-8]. This discovery made it possible to 
formulate a new, Natural mechanism for the 
synthesis of  chemical elements in the Universe 
[9] and, thereby, to try to answer many questions 
formulated by V.I. Vernadsky in the course of  
his investigation of  the Earth's biosphere and its 
environment.

By Natural nucleosynthesis in the Universe 
we mean the transformation of  some stable 
chemical elements into other stable chemical 
elements in low-energy nuclear reactions 
(LENR). Natural nucleosynthesis is an 
alternative mechanism to the synthesis of  
chemical elements, both in stars, as a result 
of  thermonuclear reactions that require 
temperatures of  hundreds of  millions degrees, 
and to the synthesis of  elements through the 
sequential capture of  neutrons by atomic nuclei 
in the s- and r-processes with further beta decay 
of  the nuclei. Nucleosynthesis in r-processes 
occurs at the stage of  star death: at explosions 
of  supernovae and neutron stars.

Low-energy nuclear reactions are divided into 
two types: cold nuclear fusion (CF) reactions and 
low-energy transmutation reactions of  chemical 
elements (LET or transmutation).

Cold fusion reactions include reactions that 
involve hydrogen or deuterium, namely: protons 
or deuterons, and nuclei of  the main element, 

for example: palladium, nickel, titanium. These 
reactions can occur spontaneously, without 
external influence. In solids, they occur 
preferentially in samples that have a size of  
the order of  several nanometers. This sample 
size makes it possible to create a concentration 
of  2-3 hydrogen or deuterium atoms per one 
atom of  the main element. CF reactions can 
also occur in solutions and melts. For the first 
time, the implementation of  cold nuclear fusion 
reactions at room temperature was announced 
by M. Fleischmann and S. Pons in 1989 [10].
They realized the cold nuclear fusion reaction by 
electrolysis of  a solution of  deuterated lithium 
hydroxide in heavy water with a palladium 
cathode (0.1M LiOD in a solution of  99.5% 
D2O + 0.5% H2O).

Transmutation reactions occur for all chemical 
elements, starting with hydrogen, and occur, as 
a rule, with a simultaneous participation of  a 
large number of  atomic nuclei. LET reactions 
include both nuclear fusion and decay [18]. They 
occur in weakly excited condensed matter with 
an excitation energy in the reaction range of  
~ 1 eV/atom. In ordinary nuclear reactions, in 
order to bring atomic nuclei closer to the distance 
of  action of  nuclear forces, it is necessary 
to overcome the Coulomb barrier that exists 
between them, which has values from tens of  keV 
to hundreds of  MeV. Transmutation reactions 
occur only as a result of  external influences. 
Transmutation reactions predominantly occur 
in melts, solutions and dense gases, i.e. on free 
atoms and molecules. It is noteworthy that the 
products of  transmutation reactions – isotopes 
of  chemical elements – are non-radioactive.

Transmutation reactions were discovered in 
1992 by A.B. Karabut, Y.R. Kucherov and I.B. 
Savvatimova in experiments on stimulation of  
cold nuclear fusion reactions in the method 
with a glowing gas discharge in deuterium 
with a palladium cathode [11]. Subsequently, 
transmutation reactions were discovered and 
reproduced many times in other numerous and 
varied experiments. For example, in a glowing gas 
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discharge [11-13]; at industrial, electronic, zone 
melting of  zirconium ingots in a vacuum furnace 
[14]; at explosions of  metal targets irradiated with 
a powerful electron pulse [15,16]; at explosions 
in liquid dielectric media of  metal foils through 
which a powerful pulse of  electric current was 
passed [17,18]; when exposed to a pulsed current 
on a lead-copper melt [19]; at the passage of  
electric current in water-mineral media [20]; at 
ultrasonic treatment of  aqueous salt solutions 
[7]; when irradiated with braking gamma rays of  
condensed gases [21-23]; in growing biological 
structures [24-26] and in many others [1-3]. From 
the above list of  transmutation experiments it is 
clear that their methods are extremely diverse 
and fundamentally different from the methods 
of  nuclear physics.

Low-energy nuclear reactions occur due to 
exchange and resonance interference exchange 
interactions [27].

The discovery of  low-energy nuclear 
reactions in 1989-1992 marked the beginning of  
a paradigm shift in science or a new scientific 
revolution [28-30].

The scientific revolution that currently takes 
place allows us to take a fresh look at the teachings 
of  V.I. Vernadsky about the Earth's biosphere, 
to confirm and develop his hypotheses and 
foreknowledge.

2. "THERMODYNAMIC" QUASI-
EQUILIBRIUM DISTRIBUTION
One of  the main properties of  matter, the way 
of  its existence, is continuous movement. The 
movement can be chaotic or directed. For the 
most part, we see directional movement of  
particles of  matter everywhere.

The unidirectional, collective movement of  
free electrons in a quasi-neutral plasma creates 
a magnetic field Bμ (Fig. 1b). This magnetic 
field owes its origin to the magnetic moments 
of  electrons μe, which, in a unidirectional 
flow, due to the helicity property of  electrons 
pе↑↑μe(se↓↑pе), are parallel to each other, 

where pе is the momentum of  the electron 
(Fig. 1a,b). At electron density ρ  > 1021 
см-3 (distance between electrons < 10-7cm), 
the magnetic field Bμ generates a Coulomb 
exchange field S, which is associated with the 
parallelism of  electron spins se (Fig. 1b). In the 
Coulomb exchange field S in a quasi-neutral 
plasma, electrons are attracted to each other, 
which leads to the pairing of  free electrons 
into orthobosons (Fig. 1c) [31].The Coulomb 
repulsion between electrons disappears in a 
quasi-neutral plasma with ρ  > 1021 cm-3, due to 
the small Debye radius rD = 69(T/ ρ )1/2 ~10-8 
cm. The electron spins (se = 1ћ/2) are parallel in 
an orthoboson pair, and their total spin is equal 
to unity, S2e = 1ћ. The pairing of  electrons into 
an orthoboson is due to the appearance of  a 
new quantum number in an electron in a strong 
magnetic field, generated by the oscillations of  
the electron around its orbital, and which did 
not manifest itself  in any way in the absence of  
a magnetic field. The magnetic moments of  the 
electrons μe in the orthoboson are also parallel, 
and they create a strong magnetic field B2e >30 
T (Fig. 2a).
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Fig. 1. a – electron helicity, b – exchange S and magnetic Bμ 
fields, c – orthobosons.

Fig. 2. a – orthoboson, b – Neon transatom.
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Atoms turn into transatoms in magnetic 
fields >30 T. In a transatom, its orbital electrons 
are also pairwise bound into orthobosons [32]. 
Atomic electron orthobosones merge into a 
Bose-Einstein condensate, in which all electron 
spins and, accordingly, their magnetic moments 
are parallel to each other (Fig. 2b). The magnetic 
moments of  electrons generate ultra-strong 
magnetic fields up to BS ~ 105-1010 T inside and 
around transatoms [33].

This mechanism explains the existence of  
strong and superstrong magnetic fields in cosmic 
plasma.

The internal ultra-strong magnetic field 
interacts with the magnetic spin and magnetic 
orbital moments of  the nucleons in the nucleus, 
changes the structure of  the nucleus and 
turns it into a transnucleus. Nucleons in the 
transnucleus: pairs of  protons and neutrons 
(fermions with spin equal to s = 1ћ/2), also 
form orthobosons with S2p,2n = 1ћ, but they are 
already nuclear orthobosons. The transnucleus 
with surrounding electron orthoboson Bose-
Einstein condensate forms a new state of  matter 
− a spin nuclide electron condensate [33,34].

External ultra-strong magnetic fields 
of  transatoms connect their electron Bose 
condensates into one, common electron 
condensate. And their nuclei form a nuclear 
transmolecule, in which multinuclear 
transmutation reactions occur [27,35] 
(Fig. 3,4). Transmutation reactions can occur 
with the participation of  electron orthobosons. 

Thus, strong and weak interactions occur 
simultaneously in transmutation reactions. 
Therefore, the products of  nuclear 
transmutation reactions are non-radioactive. 
These reactions release nuclear energy. The 
reaction products scatter in different directions. 
And if  the atoms of  the reaction products 
are not in a strong magnetic field, then they 
become ordinary atoms with ordinary nuclei. 
As a result of  transmutation reactions, the 
nuclear transmolecule is transformed with 
the appropriate probability into different sets 
of  stable nuclei, subject to conservation laws: 
energy, electric, baryon and lepton charges 
conservation, etc. Fig. 4 shows a diagram of  
eight of  the twenty-two possible transitions 
of  an aluminum transmolecule, that consists 
of  transatoms of  helium, boron and carbon, 
into two or three stable nuclei. Multinuclear 
reactions can be considered as a simultaneous, 
multinucleon exchange between transnuclei 
that make up a transmolecule [36].

The energy is released during transmutation 
due to the positive difference between the sums 
of  the masses of  the initial and newly formed 
nuclei, taking into account the binding energy of  
their electron shells. This difference arises due to 
different binding energies of  nucleons in nuclei 
(nuclei mass defect) (Fig. 5). Transmutation 
reactions that continuously occur in a condensed 
matter lead to a quasi-equilibrium distribution 
of  isotopes − reaction products − by mass 
numbers.
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Fig. 3. Formation of  aluminum transmolecules from helium, 
boron and carbon transatoms.

Fig. 4. Scheme of  transitions of  an aluminum transmolecule 
into two or three stable nuclei.
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The laws of  statistical physics can be applied 
to transmutation processes on the basis that 
transmutation can be represented not as an 
exchange of  energy between particles, but as an 
exchange of  nucleon portions between nuclides 
(E = mc2). As a statistical ensemble, we can use 
all types of  sets of  a limited number of  286 
stable nuclides.

In statistical physics, the energy distribution 
E for colliding gas atoms at temperature 
T is described by the Maxwell distribution:

3

2 exp( / ).
( )

Ef E E kT
kT
π

π
= −

For transmutation processes, we replace 
the energy in the Maxwell distribution with 
the masses of  isotopes MA or with the mass 
numbers of  isotopes A: E → A, and kT with 
the energy content coefficient of  the medium G, 
which characterize the transmutation process: 
kT → 2G:

( )3
exp( / 2 ),

2
A

Cf A A G
G

= −  (1)

where C is the normalization coefficient. Just 
as the temperature of  a system T is a collective 
parameter of  its constituent particles, so the 
number G determines the collective energy 
content of  the medium [37]. The energy content 
coefficient of  a medium depends on the total 
binding energy of  its constituent nuclei (Fig. 5). 
The lower the total binding energy of  all nuclei, 
the greater the energy content of  the medium, 

the greater the coefficient G. It is noteworthy 
that the energy content of  systems that consist 
of  atoms, for example: carbon-nitrogen and 
thorium-uranium, is approximately the same 
(Fig. 5). The energy content coefficient has a 
maximum value in a medium that consists of  
hydrogen atoms, whose binding energy is zero. 
Transmutation reactions do not occur in a 
medium made up exclusively from iron and nickel 
isotopes with the maximum binding energy per 
nucleon: 56Fe-8.790 MeV, 58Fe-8.792 MeV and 
62Ni-8.794 MeV (Fig. 5). The mass number 
of  A varies from 1 to 250, from hydrogen to 
californium-250 isotope in the "thermodynamic" 
distributions corresponding to formula (1) 
(Fig. 6). Energy content coefficient G in Fig. 6 
has three, arbitrarily chosen, values G = 8, 12 and 
24. These values correspond in the distributions 
to the maximum values of  the mass number 
Amax, which determines the physical meaning 
of  the coefficient G = Amax. Since transmutation 
reactions occur with a loss of  internal energy 
of  the atomic nuclei of  the medium, the energy 
content coefficient G will constantly decrease 
during the transmutation process.

Thus, the resulting distribution, firstly, will 
be quasi-equilibrium distribution; secondly, 
all chemical elements, including heavy and 
superheavy ones, will be synthesized at high 
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Fig. 5. Coupling energy per nucleon in stable atomic nuclei.

Fig. 6. "Thermodynamic" mass number distributions A for 
transmutation processes.
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values of  the energy content coefficient G, 
thirdly, as the coefficient G decreases, the 
distribution, conditionally, will change from the 
distribution described by the line with Amax = 24 
in Fig. 6, to the distribution described by the line 
with Amax = 8. Consequently, chemical elements 
with small and medium mass numbers will be 
mainly synthesized. And heavy and superheavy 
elements will be transformed into lighter 
elements; fourthly, the presence of  iron and 
nickel, that do not participate in transmutation 
reactions, will increase in the distribution over 
time. By the content of  these elements in an 
object, by its mass density, one can judge the 
duration of  the transmutation processes that 
occur in this object.

Consequently, quasi-equilibrium distributions 
reflect the occurrence of  chemical elements and 
their isotopes in different objects and regions of  
the Universe.

Vernadsky V.I. wrote in the book [2]: 
"It turned out that the quantitative atomic 
composition of  the Earth's crust is not a random 
phenomenon. It is closely related to the diverse 
properties of  atoms in the physical, primarily 
thermodynamic, field to which the Earth's crust 
responds. The Earth's crust in the Phillips-
Clark-Focht table (a table of  concentrations of  
chemical elements) quantitatively corresponds 
to some important planetary manifestation of  atoms. 
As a result of  astrophysical research, it turned 
out that the surface layers of  stars, including the 
Sun, reflect, approximately, the same quantitative 
atomic composition, which is expressed in the 
P-C-F table. …There can hardly be any doubt 
that as geological processes are deeply studied, 
their not only terrestrial, but planetary character 
will be revealed with ever increasing sharpness".

3. NUCLEOSYNTHESIS. LIVING 
MATTER
Since the transformation of  chemical elements 
in transmutation reactions occurs at low 
excitation energies of  condensed matter ~ 
1 eV/atom, natural nucleosynthesis started in 

the Universe during the Recombination Era 
approximately 50 thousand years after the Big 
Bang (BB). At the same time, matter began to 
dominate over electromagnetic radiation, "light 
was separated from darkness", which led to a 
change in the expansion regime of  the Universe. 
The Recombination Era began approximately 18 
thousand years after BB, when electrons began 
to combine with helium nuclei to form He+ 
ions. At that time, matter consisted mainly of  
electrons, protons, deuterons (0.5% of  nuclei) 
and helium nuclei (6% of  nuclei).The beginning 
of  nucleosynthesis is associated with two 
circumstances: firstly, directed electromagnetic 
radiation that comes from the hot center of  
the Universe generated directed flows of  free 
electrons, which create strong magnetic fields. 
And, secondly, 50 thousand years after the BB, 
there was already a sufficient number of  neutral 
helium atoms in the cosmic plasma, which were 
the first to participate in transmutation reactions 
[38]. It is noteworthy that the isomer of  the 
helium atom, namely, orthohelium, is the only 
one of  all atoms of  chemical elements, which, 
due to the parallelism of  the magnetic moments 
of  the electrons, has a strong magnetic field of  
~ 70 T at the radius of  the atom. This property 
of  orthohelium radically increases the intensity 
of  nucleosynthesis processes [21,38]. Due to 
the strong magnetic field, orthohelium atoms 
are attracted to each other and form helium 
transatoms (Fig. 3). Helium transatoms, which 
combine due to an ultra-strong magnetic field, 
form multinuclear molecules. The creation 
of  such transmolecules leads to multinuclear 
transmutation reactions, with the emission 
of  protons, neutrons, alpha particles and the 
formation of  heavy chemical elements with a 
nuclear charge Z ≥ 6 (Fig. 8).

100 thousand years later, electrons 
recombined with all the helium nuclei to 
form neutral helium atoms and with half  of  
the protons to form hydrogen atoms. The 
temperature of  the cosmic plasma at that time 
was ~ 4000 K or ~ 0.4 eV. The Recombination 
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Era ended 380,000 years after the Big Bang 
with the neutralization of  all hydrogen atoms. 
It can be assumed that nucleosynthesis due to 
transmutation reactions did not stop with the 
end of  the Recombination Era, but continued 
due to the always available hydrogen and helium 
atoms and energy flows that comes from the 
center of  the Universe and creates cosmic 
plasma.

As a result of  transmutation reactions, the 
onset of  nucleosynthesis led to the appearance, 
first of  all, of  light chemical elements in cosmic 
hydrogen-helium plasma: carbon, nitrogen and 
oxygen, the atomic content of  which was more 
than two orders of  magnitude higher than 
the production of  other chemical elements 
(Fig. 7, 8) [21,22,39]. It is obvious that the 
appearance of  carbon C, nitrogen N and oxygen 
O, when they are overwhelmingly surrounded by 

hydrogen ions H+ and its H atoms, immediately 
leads to the launch of  organic world reactions 
with the production of  molecules: methane CH4 
and other hydrocarbons, including those that 
contain C = O and COOH groups, ammonia 
NH3, cyanide HCN, water H2O, carbon dioxide 
CO2, etc. Hydrogen, carbon, nitrogen and 
oxygen are the basic elements in diverse organic 
world.

Thus, the nucleosynthesis that began 
simultaneously gave rise to the processes of  
inorganic chemistry, but, to a greater extent, 
organic chemistry, and, ultimately, the parallel 
formation and development of  Inert matter 
and Living matter. Organic matter after 
nucleosynthesis during the Recombination Era 
many times prevailed over inorganic matter 
(excluding hydrogen and helium). The subsequent 
transition of  organic matter into inorganic 
matter is associated with the destructive action 
of  the external environment and transmutation 
reactions that occur in condensed matter.

Figures 7 and 8 show the results of  
experiments performed by A.Yu. Didyk and 
R. Wiśniewski on the synthesis of  chemical 
elements during irradiation of  condensed gases 
hydrogen and helium with braking gamma rays 
with a boundary energy of  10 MeV [21-23,39]. 
A unidirectional flow of  braking gamma quanta 
creates a unidirectional flow of  free electrons, 
which generate strong magnetic fields, Fig. 1b. 
The orthohelium atom itself  has a strong 
magnetic field [38]. Atoms are transformed 
into transatoms in strong magnetic fields, and 
transmutation reactions induce nucleosynthesis. 
In addition, after the end of  irradiation, newly 
created objects were discovered in the reaction 
chambers in all experiments: particles and other 
simple and complex microstructures.

Eight particles with sizes of  ~ 1 mm were 
discovered in the reaction chamber in an 
experiment with hydrogen at a pressure of  
P = 1 kbar. A photo of  one of  these particles 
measuring ~700×630 μm is shown in Fig. 9a. 
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Fig. 8. The average concentrations of  chemical elements over 
11 measurements in an experiment with He at P=1.1 kbar.

Fig. 7. The average concentrations of  chemical elements over 
15 measurements of  different objects.
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One black particle was found in the chamber in 
another experiment with a pressure of  P = 3.4 
kbar (Fig. 9b). The particles consisted primarily 
of  carbon and oxygen.

Thin, cylindrical, black foils of  considerable 
size were discovered in the inner part of  the 
reaction chamber in an experiment with helium 
at a pressure of  1.1 kbar. The foils (Fig. 10) 
contained mainly carbon and oxygen and left 
an oily residue on the paper. The latter indicates 
the presence of  liquid oils in the form of  
hydrocarbons on the foils and the synthesis of  
hydrogen.

It follows from the experiments presented 
above and numerous other experiments that a 
synthesis of  not only new chemical elements, but 
also the synthesis of  extraneous solid structures 
that contains these new elements occurs in the 
process of  transmutation.

There are several mechanisms for the 
formation of  solid structures in condensed 
matter. This is, first of  all, the chemical 

combination of  particles, the formation of  
structures as a result of  resonant interference 
exchange interaction between different objects 
and the formation of  structures due to the 
fractal geometry of  nature.

One of  the fundamental properties of  
objects is that they all have wave properties 
described by de Broglie waves λ. This property 
is of  fundamental importance, since without it 
the following would be impossible: exchange 
interaction between identical objects and 
resonant interference exchange interaction 
between objects that have common resonant 
states [27]. For a particle, the de Broglie 
wavelength is λ = h/mV, where h is Planck’s 
constant, mV is the momentum of  the particle: 
the product of  its mass m and velocity V. A 
hydrogen atom with a mass of  1 amu at room 
temperature 300K has the de Broglie wavelength 
λH = 0.145 nm (the diameter of  the hydrogen 
atom is 0.106 nm). The lower the velocity V of  
a particle, the longer the de Broglie wavelength 
λ, the greater the distance it interacts with other 
identical particles in an exchange manner.
3.1. "boson body"
Boson particles tend to occupy one state, and 
thereby to form a Bose-Einstein condensate. 
Consequently, boson atoms and boson 
molecules can concentrate in one place and 
form a "boson body". The thermal speed of  the 
"boson body" decreases with an increase in the 
mass of  the "boson body" and its crystallization, 
when bosons bind. From thermodynamics 

23 3 ,
2 2

kT N m VV kT
N m

 ⋅ ⋅
= = ⋅  

 where k is Boltzmann’s 
constant, T is temperature, N is the number of  
identical bosons of  mass m in the "boson body". 
Consequently, the "boson body" reduces the 
speed of  bosons by a factor 1/ N  and increases 
the de Broglie wavelength .

3
h Nh

mV kT m
λ = =

⋅
 by 

a factor N . The force that attracts other 
identical bosons is proportional to the number 
of  bosons N that make up the "boson body". 
Let us remember that one mole contains 6∙1023 
particles. For this reason, the "boson body" 
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                       a                                 b
Fig. 9. Particles synthesized in experiments with hydrogen at 

pressures: a – P = 1 kbar; b – P = 3.4 kbar.

Fig. 10. Photo of  graphite foils.
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constantly increases its size due to the addition 
of  identical bosons to itself.

In a "boson body" that consists mainly of  
hydrogen, carbon, nitrogen and oxygen, intense 
reactions, including organic chemical reactions, 
begin under the influence of  electromagnetic 
radiation and other external influences. Organic 
chemical synthesis leads to the formation of  a 
variety of  organic molecules, and, subsequently, 
biochemical molecules. Thus, recently a group 
of  scientists identified chemical reactions that 
could lead to the emergence of  life [40]. These 
chemical reactions occur with the participation 
of  only four chemical elements that represent the 
inert matter: keto acids (hydrocarbon derivatives 
that contain C = O and COOH groups), cyanide 
HCN, ammonia NH3 and carbon dioxide CO2, 
and the products are: amino acids and nucleic 
acids, which are the building blocks for proteins 
and DNA of  Living matter.
3.2. fractals

All matter consists of  a multitude of  both diverse 
and similar identical systems. In turn, any system 
consists of  its constituent connected objects. 
The same objects can be in a free state in the 
space that surround the system.

One of  the main properties of  systems is the 
ability to form other, self-similar systems within 
themselves or from free objects that surround 

them. "If  each of  the parts of  a certain form 
is geometrically similar to the whole, then this 
form and the cascade that generates it are called 
self-similar structures" (Mandelbrot, [41]).

This property of  systems is called Fractal 
geometry of  nature [41]. This geometry describes 
both mathematical space and, what is 
fundamentally important, the physical Universe 
(Fig. 11, 12). Fig. 11 shows the Mandelbrot set, 
which is a classic example of  an algebraic fractal. 
Three successive enlargements of  fragments 
(marked with squares) shown in Fig. 11 allow 
us to see similar, repeating structures of  the 
Mandelbrot set with the addition of  many new 
and previously non-repeating elements. The 
Mandelbrot set reflects the self-similarity that 
forms a basis for infinite diversity!

Building fractals in physical space is one of  
main properties of  the Matter that makes up any 
Structures.

Fractal geometry is inherent in all material 
structures, from atomic nuclei to stars and 
galaxies. Even the characteristics that describe 
Chaos are subject to the law of  fractal geometry 
[42]. We should go further and see that 
Intellectual images, constructions and structures 
associated with Consciousness and Mental 
activity in the field of  art, humanities, social and 
political sciences also obey the laws of  fractal 
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Fig. 12. Fractals of  mountains, clouds, rivers and Living matter.

Fig. 11. Mandelbrot set.
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self-similarity. This property is especially evident 
in music and architecture.

Fractals are created by both Inert matter and 
biological, Living matter. Thus, Inert matter 
and Living matter reproduce themselves, i.e. 
MULTIPLY. Biological organisms proliferate 
particularly intensively. Living matter are 
biological structures and organisms capable 
of  self-similarity and reproduction due to 
the processing of  inert matter, consisting of  
organic and inorganic molecules and structures. 
Living matter differs from Living substance, 
which Vernadsky defined as follows: "I will 
call Living substance the totality of  organisms 
that participate in geochemical processes. The 
organisms that make up the totality will be 
elements of  Living substance" [43].

It is noteworthy that large structures that are 
capable of  creating more stable substructures 
within themselves can "spontaneously" 
disintegrate into them. This property of  systems 
is also reproduction. It is characteristic of  
nuclei: cell nuclei and nuclei of  transuranium 
chemical elements. In politics, this phenomenon 
is observed during the collapse of  empires. 
Probably, the decay phenomenon is also 
characteristic of  the nuclei of  some planets.

The condensed substance changes its 
internal state and internal structure under 
the influence of  external environmental 
factors. Inert matter in strong magnetic fields 
is transformed through transMutations of  
chemical elements, and the development of  
Living matter occurs due to Mutations in its 
biochemical structures.

The difference between transmutations and 
mutations is determined by the energy of  these 
processes and, as a consequence, their intensity. 
To transform Inert matter, it is necessary to 
exert a strong action on it, and a weak action 
is sufficient for the transformation of  Living 
substance. Therefore, Living matter evolves 
through intensive mutations several orders of  
magnitude faster than Inert matter.

Thus, from the very beginning of  
nucleosynthesis, the development of  Inert 
matter and the evolution of  Living matter 
were always going and are going in parallel and 
interpenetrating each other. Since they consist 
of  identical atoms, Living matter grows due to 
the processing of  Inert matter, and Inert matter 
is replenished at the expense of  Living matter 
after its death.

In the Universe, "boson bodies" began, 
starting from the Recombination Era to form, 
first of  all, from light chemical elements, from 
which organic and biological planets were later 
formed. Thanks to mutations and the fractal 
geometry of  nature, primitive organic life must 
first have appeared, and subsequently intelligent 
life must have developed on these organic planets 
[44]. It is difficult to imagine the capabilities of  a 
Supreme Intelligence aged more than 12 billion 
years.

From the above, two important statements 
can be made:
• Life is eternal in a physically eternal Universe.
• The Universe is filled with Living matter.

V.I. Vernadsky wrote: "The spreading of  
life, expressed in the omnipresence of  life, is a 
manifestation of  its internal energy" [1]. These 
statements are consistent with three points made 
by V.I. Vernadsky, who believed that, firstly, 
"life is eternal insofar as the cosmos is eternal" 
[45], and secondly, "living things are generated 
only by living things." And, therefore, thirdly, 
"only cosmos is the source of  terrestrial life". 
Vernadsky opposed mechanical theories of  the 
spontaneous generation of  life on Earth through 
the arbitrary transformation of  inorganic matter 
into organic and biotic. "Life, eternal in the 
Universe, appeared New on Earth. The germs 
of  Life were constantly brought into it from the 
outside, but they strengthened on Earth only 
when there were favorable opportunities for this 
on Earth" [45]. This statement, a confirmation 
by V.I. Vernadsky, we consider to be valid for 
any object in the Universe.
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4. PLANETARY NUCLEOSYNTHESIS 
AND GALACTIC JET STREAMS OF 
MATTER AND ENERGY. LIVING 
EARTH
The first stars and galaxies began to form 
after ~0.5 billion years of  development of  
the Universe. At this stage, when the density 
of  matter and the directional movement of  
free electrons reached values sufficient for the 
generation of  magnetic fields and the pairing 
of  electrons in them, low-energy transmutation 
reactions of  chemical elements similar to those 
that had been taking place since Recombination 
Era began again.

And again, first of  all, light chemical 
elements were synthesized from hydrogen and 
helium: carbon, nitrogen and oxygen. These 
chemical elements that created a cosmic, 
condensed environment, were a fertile "soil" 
for the "embryos of  life" − Living matter, the 
entire cosmos of  which by that time was already 
contaminated. Therefore, the formation of  
the Earth and the formation of  its Biosphere 
occurred simultaneously from the very beginning. 
"For our planet, the existence of  life in the most 
ancient sediments accessible to us, known to us 
on our planet, has been empirically established. 
On the other hand, we have not found rocks 
anywhere in the biosphere that would indicate 
their formation over geological time in the 
absence of  living substance. …The biosphere 
is geologically eternal", − wrote V.I. Vernadsky 
– "If  the amount of  living substance is lost on 
the background of  inert and bioinert masses of  
the biosphere, then biogenic rocks (i.e. created 
by living substance) make up a huge part of  its 
mass, and go far beyond the biosphere. Taking 
into account the phenomena of  metamorphism, 
they transform, losing all traces of  life, into a 
granite shell and leave the biosphere. The granite 
shell of  the Earth is the region of  former 
biospheres" [2].

Since the transformation of  chemical 
elements in low-energy transmutation reactions 
occurs under fairly "soft" physical conditions 

of  ~ 1 eV/atom and reproduces a quasi-
equilibrium distribution, it can be concluded 
that the process of  nucleosynthesis carries 
out on planets and shapes their elemental 
composition [8,46-49]. Now, in the Earth's 
magma, transmutation processes continue, and 
the colossal energy released during this process 
is observed by us in the constant movement of  
lithospheric plates and in volcanic eruptions. 
Experts know that intraplate tectonic activity 
and volcanism cannot be explained within 
the framework of  plate tectonics. The most 
common hypothesis that satisfactorily explains 
volcanism and tectonic activity within both the 
oceanic and continental lithosphere is associated 
with the ideas of  hot spots and mantle plumes 
[50]. Apparently, it is in these hot spots and 
mantle plumes that transmutation processes 
occur.

V.I. Vernadsky wrote: "Everything indicates 
that the radioactive decay of  chemical elements 
− the transformation of  one isotope into another 
− is not a special case, but a general property of  
terrestrial matter. All chemical elements of  the 
Earth are in the state of  radioactive decay. This 
is the basic physical and chemical process, which 
is the root cause of  all geological phenomena. 
The chemical degeneration of  the planet is, in 
the end, its consequence... It is characteristic 
of  trace elements, at least for their main mass, 
that the regularities of  their distribution cannot 
be explained by chemical processes. They are 
continuously created and transformed into 
new isotopes of  other elements throughout the 
matter of  our planet. The phenomenon of  trace 
elements − a large terrestrial exothermic process 
− introduces probably more heat into our planet 
than the “spontaneous” decay of  radioactive 
atoms" [2].

Judging from the idea of  planetary 
nucleosynthesis, based on the mechanism of  
multinuclear quantum transitions of  one atomic 
nuclei to another, we have formulated a new 
doctrine of  the geological development of  the 
Earth:
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1. The geological development of  the Earth 
is a monotonous, evolutionary process, which is 
superimposed by revolutionary, stepwise periods.

2. The evolutionary process is determined 
by internal energy sources: low-energy nuclear 
reactions, radioactive decays, gravitational 
compression, etc. Since the energy coming 
from internal sources monotonically decreases, 
geological processes monotonically slow down.

3. Abrupt, including cyclical periods in the 
development of  the Earth are generated by 
external energy sources that stimulate geological 
activity on Earth. During these periods, 
geological processes accelerate, sometimes in 
revolutionary, explosive ways.

4. External energy sources are the Sun, jet 
streams of  energy and matter from the Galaxy 
and outer cosmos. Perhaps there are other, 
external energy sources available. External 
energy sources can influence the Earth directly 
or indirectly through the Sun and the giant 
planets of  the solar system.

V.I. Vernadsky emphasized in the book [2]: 
"We are in geology − in the history of  planet 
Earth − are continuously, really confronted with 
the energetic and material manifestation of  the 
Milky Way − in the form of  cosmic matter − 
meteorites and dust and material-energetic, 
penetrating cosmic radiation invisible to the eye 
and not consciously perceived by humans. Cosmic 
rays come to us from the Galaxy continuously. I 
proceed from the scientific hypothesis that these 
rays, on their way, break up the atoms of  most 
chemical elements, transform them into others, 
and constantly there is a synthesis of  enormous 
released thermal energy, which should have 
great geological significance and which is still, 
taken as a whole, is not taken into account by 
geologists. ...Solar energy, which creates life on 
our planet, pales in its power on the background 
of  the so-called cosmic penetrating radiation. 
We will see the geological significance of  these 
radiations and their role in the thermal regime of  
the planet”.

The idea of  planetary nucleosynthesis led us 
to the creation of  a new scientific discipline − 
Quantum planetology (geology) [47-49]. Within 
the framework of  quantum geology and the 
new doctrine of  geological development of  the 
Earth, the strict temporal cyclicity observed in 
the geological activity of  the Earth has been 
explained.

According to a study published in the 
journal Geoscience Frontiers [51], geological 
activity on Earth follows a well-traced cycle of  
approximately 27.5 million years. Previously, 
it was believed that geological events were 
random. But the analysis of  geological events 
over the past 260 million years showed that, 
in fact, there is a strict cyclicity in geological 
activity. Fig. 13 presents the results of  an 
analysis of  89 geological events using a 10 
million year sliding window centered every 
0.5 million years. The number of  events that 
fell into the sliding window was calculated at 
intervals of  1 million years. Ten peaks are clearly 
visible. This analysis was carried out thanks to 
significant improvements in radioisotope dating 
techniques and in methods for measuring time 
on the geological scale.

The fact of  presence of  cyclical fluctuations 
in the Earth's geological activity is a serious 
deviation from generally accepted views. 
However, the observed cyclicity fits perfectly 
into the above new doctrine of  the geological 
development of  the Earth. The galactic year 
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Fig. 13. Cyclicity of  the Earth's geological activity [51].
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amounts, according to various estimates, from 
180 to 250 million years. The Sun and its planets 
are believed periodically, four times per galactic 
year, approximately every 60 million years, cross 
the visible jet streams of  matter and energy 
ejected from the center of  the Galaxy disk 
[19,52]. If  the cycle of  geological activity on 
Earth of  27.5 million years is associated with 
galactic energy flows, then we should assume the 
existence of  four additional, invisible, jet energy 
flows located between the visible flows. Based 
on these considerations and on a cycle of  27.5 
million years, the Galactic year will be equal to 
220 million years.

In our opinion, jet energy streams (JES) of  
the Galaxy trigger transmutation reactions in 
stars and planets. The nuclear energy released in 
these reactions, colossal in scale, causes super-
powerful activity of  matter in the volumes of  
stars and planets. These phases of  activity of  the 
solar system (PASS), associated with the JESs of  
the Galaxy, lead to huge changes in the structure 
of  the Sun and planets.

Scientists called the 27.5 million year cycle 
as the "pulse" of  the Earth. It is obvious that 
the "pulse" of  the Earth is set by the JESs – 
the rhythm of  the energetic "heartbeat" of  our 
Galaxy. An interesting challenge for planetary 
science and astronomy is to record the invisible, 
jet energy flows of  the Galaxy by detecting their 
impact on stars and their planetary systems. If  
the JESs of  the Galaxy are constant during the 
formation of  the entire solar system, then since 
the formation of  the Earth 4.54 billion years ago 
as an independent planet, it has been exposed to 
these flows 165 times.

If  the explosive transmutations that regularly 
occur in the history of  the Earth are equated to 
mutations in Living matter, then it can be argued 
that the geological shells of  the Earth and the 
biosphere are constantly adapting to the impact 
of  cosmic radiation. Thus, the geosphere and 
biosphere co-evolve and become more and more 
structurally and functionally interconnected 

with each other, ultimately becoming a Unified 
System. It is obvious that dramatic changes in one 
of  these areas can lead to catastrophic changes 
in others. For this reason, planet Earth should be 
perceived as entirely Alive planet. "Throughout 
the entire period of  geological phenomena, 
which we scientifically cover during the period 
of  2-3 billion years, we see the existence of  life, 
the existence of  the biosphere on the planet 
Earth" [2].

Due to the "shake-up" of  the entire solar 
system every 27.5 million years, "lifeless" planets 
have a chance to restart their history with the 
possibility of  the emergence of  life, if  there was 
no life on these planets or it disappeared.

In other cases, if  vegetable life, animal 
life, and, especially, intelligent life in the 
form of  highly developed civilizations 
existed on the planets, then during periods of  
destructive planetary activity, the vegetable 
and animal parts of  the biosphere, if  
would not have disappeared, then had to be 
radically transformed. And highly developed 
civilizations were forced to leave their "living" 
planets and move to "dead" or artificially 
created planets on which transmutation 
reactions would be impossible. After the end 
of  the activity phase of  the solar system, 
highly developed civilizations could return 
to their home planets or put them under 
observation, if, for example, the conditions 
of  existence of  their civilization changed on 
them (the composition of  the atmosphere, 
the temperature on the surface of  the planet, 
etc.) or another life appeared with a changed 
structure, different from their genetic 
structure. Therefore, if  we assume that 
highly developed civilizations in the intervals 
between the phases of  activity of  the solar 
system closest to our time existed on Earth, 
then during the period of  geological activity 
of  the Earth they had to leave it. And now 
they regularly visit our common planet, but 
not as Aliens, but as AlienEarthmen.
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The last phase of  solar system activity ended 
approximately 7 million years ago. This allows 
us to assume and hope that the peak intensity 
of  the next catastrophic geological activity on 
Earth will occur in 20 million years. And, if  the 
Humanity does not self-destruct themselves 
before that time, then in approximately 17 
million years they will be forced to leave the 
Earth!

5. CONCLUSION
Nowadays, a paradigm shift in science occurs 
or in other words, a new scientific revolution 
takes place associated with the discovery of  
low-energy nuclear reactions and the discovery 
of  fundamental resonant interference exchange 
interaction. The previous scientific revolution 
began in 1896 with the discovery, by A. Becquerel, 
of  the natural radioactivity of  uranium salts. This 
event was followed by the creation of  quantum 
mechanics, atomic and nuclear physics, special 
and general relativity theories, and the discovery 
of  electromagnetic, strong and weak interactions.

The whole scientific activity of  V.I. 
Vernadsky took place during a paradigm shift. 
Vernadsky wrote: "We are currently experiencing 
a revolutionary movement in science that has 
nothing comparable; only the 17th century, with 
its victory of  the ideas of  Copernicus, with great 
discoveries of  Kepler, Galileo, and Newton, 
may, perhaps, have a distant analogy with our 
time. Before the change in scientific thinking, 
which is taking place before our eyes steadily 
and at an increasingly rapid pace, surprisingly 
little noticeable to contemporaries, the entire 
19th century with its scientific development will 
probably seem in the history of  thought to be 
a mere preparation for the great revolutionary 
movement of  the 20th century" [1]. Having 
made this conclusion, V.I. Vernadsky practically 
anticipated the discovery of  the law of  paradigm 
shift made by T.S. Kuhn in 1962 [28]. At the 
same time, Vernadsky pointed out that the 
formation of  a new worldview is preceded by 
a stage of  scientific research conducted within 

the framework of  the old paradigm. After the 
integration period, which is the confirmation of  
a new worldview, the era of  the most extensive, 
differential research in emerging, new scientific 
directions and disciplines begins again. It is 
obvious that the integral and differential periods 
of  scientific research during the operation of  the 
paradigm are its components.

With the discovery of  low-energy nuclear 
transmutation reactions, we have proposed a 
new mechanism for the nucleosynthesis of  
chemical elements, which occurs both at the 
stage of  formation of  the very early Universe, 
and in stars and planets. Transmutation reactions 
occur with the participation of  many atoms and 
many nuclei. This approach allowed us to take a 
new look at various processes that occur in the 
Universe.

Transmutation reactions that continuously 
occur in a condensed matter lead to a quasi-
equilibrium distribution of  isotopes − reaction 
products − by mass numbers. The collective 
parameter that characterizes the quasi-
equilibrium distribution is the "thermodynamic" 
coefficient of  energy content G of  the matter. 
Quasi-equilibrium distributions reflect the 
occurrence of  chemical elements and their 
isotopes in different objects and regions of  the 
Universe.

The implementation of  nucleosynthesis of  
chemical elements in the Recombination Era 
allowed us to understand that the development 
of  Inert substance and the evolution of  Living 
matter have always been going and are going 
in parallel and interpenetrate each other. Thus, 
Life revealed itself  to be eternal in a physically 
eternal Universe. Since the evolution of  Living 
matter was much more intense compared to the 
development of  Inert substance, then it filled 
the entire early Universe, and formed the Seeds 
of  Life for future planets in star systems.

The discovery of  fractal geometry made 
it clear that the existence and evolution of  
the Universe occurs due to one of  main 
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properties of  structured Matter and intellectual 
forms of  Consciousness − the ability to build 
fractals. Moreover, the fundamental law of  the 
Development of  matter and consciousness 
has been identified from this property of  
fractal geometry − The creation of  self-similar 
structures and their reproduction is the basis of  
infinite Diversity!

Judging from the idea of  planetary 
nucleosynthesis, based on the low-energy 
mechanism of  multinuclear quantum transitions 
of  one atomic nuclei to another, we created a 
new scientific discipline − Quantum planetology 
(geology) and formulated a new doctrine of  
the geological development of  the Earth. The 
new doctrine allowed us to explain the cyclicity 
observed in the geological activity of  the Earth, 
thereby suggesting the existence of  visible and 
invisible jet energy flows coming from the center 
of  our Galaxy. It is obvious that Galactic jet 
energy flows, that stimulate geological activity 
on Earth, determine the beginning and end of  
geological eras and periods in the evolution of  
the geosphere and biosphere of  the Earth.

The geosphere and biosphere evolved 
together throughout the formation of  the Earth 
and became more and more structurally and 
functionally interconnected with each other, 
and, eventually they have become a Single Living 
System − the Earth.

Vernadsky believed that the biosphere, 
due to ongoing scientific and technological 
progress, made the transition to the noosphere 
at the beginning of  the 20th century. As main 
reasons for the emergence of  the noosphere, 
V.I. Vernadsky indicated: human population 
of  the entire planet; development of  planetary 
communication systems and communications, 
creation of  a unified information system; 
discovery of  new energy sources such as nuclear 
energy; access to the management of  states 
by the broad masses of  people; predominance 
of  the geological role of  man over other 
geological processes that occur in the biosphere. 

V.I. Vernadsky pointed out in 1944 [2]: "In 
the twentieth century, a man recognized and 
embraced the entire biosphere for the first time 
in the history of  the Earth. Humanity, taken as 
a whole, have become a powerful, ever growing 
geological force. The question of  restructuring 
the biosphere in the interests of  free-thinking 
humanity as a single whole arises before humanity, 
before their thought and work. This new state of  
the biosphere is exactly the noosphere".

In addition to the fact that Humanity have 
turned into a powerful geological force capable 
of  destroying the biosphere and itself, due to 
publicly available means of  communication, 
it has been transformed into a Single Whole 
with a single world production, with a world 
economy, with a world but diverse culture, with 
a world diverse art, with a world science, with 
a world history. V.I. Vernadsky wrote in 1912: 
"This has never happened before, and in vain we 
would look for analogies of  the era of  the 17th-
20th centuries in the past of  mankind. It is not 
without reason that this is recognized now, when 
before our eyes, world history is emerging more 
and more clearly and powerfully, and embraces, 
as a single whole, the entire globe, completely 
putting an end to the secluded cultural historical 
areas of  the past, that little depend on each 
other" [53].

Vernadsky possessed a huge amount of  
knowledge, formed a new worldview, synthesized 
various directions in science, which had previously 
developed within the narrow framework of  their 
specialization. Many of  Vernadsky’s studies 
were ahead of  his time, and some ideas became 
prophetic and are only understood by us at the 
present time. The ideas of  V.I. Vernadsky and a 
large number of  quotes from his original works 
given in this article made him the inspirer and 
co-author of  this work. We tried, in this article, 
to answer those few questions, a huge number of  
which Vernadsky formulated in his fundamental 
scientific and philosophical works. According to 
the law of  fractal geometry, the issues discussed 
have multiplied several times, thereby indicating 
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directions in scientific research that will form a 
new paradigm, a new worldview.

"The great process of  the collapse of  the 
old and the creation of  new understandings of  
the surrounding world is going on around us, 
whether we want and realize it or not; things 
that seemed to be completely strong and 
established for us are being undermined at the 
very foundation − the century-old foundations 
of  scientific thinking are crumbling, the 
covers that were accepted by us for completed 
creations are demystified, and under old 
names, new, unexpected content is revealed to 
the surprised gaze of  contemporaries... What 
has always seemed scientifically impossible, 
tomorrow may turn out to be scientifically 
necessary" [1]. Yesterday's tomorrow – today 
– is already here.
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