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Abstract: The paper presents first results obtained on an experimental setup designed to study the 
parameters of  localization, scattering and absorption of  microwave radiation with a power of  1-4 
mW at the 38 GHz when radiation propagates in variable-section waveguides. The parameters 
of  localization and scattering of  an electromagnetic wave in a partially absorbing medium 
were studied depending on the geometric configuration of  the output tract. The interpretation 
of  the obtained initial results was carried out within the framework of  the (1+4)D extended 
space model (ESM). The extended space model is formulated in (1+4)-dimensional space time-
coordinate-interval action. An additional spatial coordinate in the ESM is the interval, which in 
the ESM has the physical meaning of  the action. In the dual (1+4)D space energy-momentum-
mass, the interval (action) in the ESM corresponds to the mass. ESM considers the question of  
the emergence of  a non-zero variable mass for a photon and its localization under the influence 
of  an external field.
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1. introduction
In [1], published by us in 2021, we described the 
creation and testing of  an experimental setup 
designed to study the localization parameters 
of  electromagnetic microwave radiation with a 
power of  0.001-0.004 W in the range of  36.0-
79.0 GHz when radiation propagates in metal 
waveguides of  variable cross section filled with 
dielectrics with different refractive indices.

The results of  measurements carried out on 
the created experimental stand, we will compare 
with the calculations of  the electromagnetic 
field for microwave antennas, carried out using 
programs based on the method of  moments (for 
example, NEC2, MININEC3 programs or using 
the HFSS electrodynamic modeling and design 
system (High Frequency Structure Simulator), 
IE3D, Microwave Office, Microwave Studio 
[2-5]).

In addition to comparing the obtained 
experimental results with generally accepted 
calculation models, we plan to evaluate the 
possibility of  description using calculations 
based on the Extended Space Model (ESM) 
developed earlier in [6-10]. ESM is based on the 
physical hypothesis that the mass (rest mass) and 
its conjugate value – action (interval) are dynamic 
variables. The interaction of  fields and particles 
determines the magnitude of  these variables. 
Such a model is a generalization of  the Special 
Relativity Theory (SRT). In SRT, the interval 
and rest mass of  particles are invariants, while in 
the proposed ESM [6-10] they can change. For 
example, in ESM a photon can acquire mass (both 
positive and negative). Such a mass can appear 
and change due to electromagnetic interaction 
and generate gravitational forces. This allows us 
to consider gravity and electromagnetism as a 
single field in the ESM.

It should be noted that a five-dimensional 
model close to the ESM was developed by 
Paul Wesson et al. [11-14]. P.Wesson in his 
works proposed to use the "mass" as the fifth 
coordinate as an additional coordinate to the 

time and three spatial coordinates: [11] p. 
10 "we ... consider mass on the same basis 
as time and space ..." and [11] on page 191 
equation (7.40) "This means that the role 
of  the uncharged 4D mass in 5D geometry 
is played by an additional coordinate". This 
approach to the introduction of  the fifth 
coordinate seems to us illogical. For example, 
this leads to difficulties in generalizing the 
four-dimensional energy-momentum tensor 
to the five-dimensional energy-momentum-
mass tensor in 5D space. In our opinion, the 
mass can be considered as the fifth coordinate, 
but not in the coordinate space. The mass 
must be considered in the momentum space, 
namely as an additional quantity to the energy 
and the three components of  the momentum. 
In this case, in the coordinate space, the fifth 
coordinate must be a different value, which 
is associated with the mass. As a result of  
considering mass as the fifth coordinate, in 
addition to time and space, it was difficult 
in [11-13] to establish a connection between 
mass and experiments. Recently in [14] James 
Overduin (co-author Paul Wesson) and R.C. 
Henry proposed the same idea of  introducing 
the fifth coordinate as Tsipenyuk D.Yu. and 
Andreev V.A. in 1999 [10].

An overview of  various models on the 
topic of  multidimensional fields can be found 
in the book [15]. The most famous pioneering 
approaches to the construction of  five-
dimensional models can be found in the works 
of  Klein Felix [16], Einstein [17,22], Klein Oskar 
[18], Kaluza [19], Fock [20], Mandel [21].

In works on Rumer's 5-optics [23], the fifth 
coordinate is also introduced in the form of  an 
action and a 5-dimensional space with metric 
(1;4) is considered. However, Rumer does not 
consider any transformations in this space that 
would confuse the coordinate with the other four 
coordinates of  the Minkowski space. Therefore, 
in the conjugate to the 5-dimensional coordinate 
space, the mass in Rumer's five-optics remains 
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constant and is not converted into energy and 
momentum.

In this paper, we present the first 
experimental results of  measuring the 
localization parameters of  microwave 
radiation with a frequency of  38 GHz and 
a power of  4 mW when propagating in 
waveguides of  variable cross section filled 
with a dielectric material with a high refractive 
index and also compare the magnitude of  the 
signal attenuation effect in a dielectric sheet 
absorber of  microwave radiation of  variable 
thickness. depending on the shape of  the 
waveguides (convergent or rectangular in 
cross section). A qualitative interpretation 
of  the results was carried out on the basis of  
previously published works on the possibility 
of  overcoming the Coulomb barrier in the 
framework of  ESM [24].

2. LOCALIZATION AND 
TRANSFORMATIONS OF FIELDS 
AND PARTICLES WITHIN THE ESM 
APPROACH
The localization of  fields and particles, their 
transformations within the framework of  the 
ESM approach are considered in detail in [6-
10,24]. Some of  the results of  these works 
related to the topic of  this article are briefly 
outlined below.

The extended space model makes it possible 
to describe the process of  electromagnetic field 
localization when an electromagnetic wave 
enters from vacuum into an external space-
variable field (for example, an electron) or into a 
converging (expanding) waveguide.

The ESM considers a generalization of  
Einstein's special relativity theory (SRT) 
to a 5-dimensional space, or rather to a 
(1+4)-dimensional space (T, X, S) with the 
metric (+ - - - -). The physical basis for such a 
generalization is the fact that in SRT the masses 
of  particles are scalars and do not change 
under their elastic interactions. However, it is 
well known that a photon can be considered a 

massless particle and described by a plane wave 
only in infinite empty space. If  a photon enters 
a medium or finds itself  in a limited space, for 
example, in a resonator or waveguide, then it 
acquires a nonzero mass. This mass can appear 
and change due to electromagnetic interaction 
and generate gravitational forces. It is this 
circumstance that allows us to consider gravity 
and electromagnetism as a single field.

ESM is based on the assumption that the 
relationship between energy, momentum and 
mass is 5-dimensional if  we take into account 
the possibility of  changing mass in physical 
processes

2 2 2 2 2 2 2 2 4 0.X Y ZE c p c p c p m c− − − − =  (1)
At the same time, in the ESM, the length of  

the Lorentz-covariant 5-vector corresponding to 
objects satisfying (1) is equal to zero:

2 2 2 2 2( ) 0.ct x y z s− − − − =  (2)
It seems natural to expand the space of  

parameters characterizing the particle, taking 
into account the fact that its mass can change 
during the interaction. Let's take a simple analogy. 
A free particle moves in a straight line, so to 
describe its behavior, we can restrict ourselves to 
the (1+1)-dimensional space formed by the time 
T and the direction of  its movement X, since the 
other Y and Z coordinates remain constant. If  
the particle begins to interact with other objects, 
so that it can leave the straight line and start 
moving also in the (YZ) plane, then this space 
is no longer enough and it has to be expanded 
to (1+3)-dimensional. Similarly, in our case, as 
long as the mass of  the particle does not change, 
we can restrict ourselves to the 4-dimensional 
Minkowski space M(1,3), but if  it starts to 
change, the space M(1,3) has to be extended to 
the 5-dimensional G(T; X, Y, Z, S).

An isotropic 5-dimensional mass energy-
momentum vector is introduced in this space:

,( / ; , , )X Y Zp E c p p p=  (3)
and a 5-dimensional isotropic current vector 
generating a unified electromagnetic-gravitational 
field:

RADIOELECTRONICS ELECTROMAGNETIC WAVE LOCALIZATION AND SCATTERING 
PARAMETERS INVESTIGATION IN A PARTIALLY ABSORBING MEDIUM...
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0 4 2 2

emc emv(j ,j,j ) , , .
1- 1-

emcρ
β β

 
= =  

  







 (4)

Similarly, a 5-vector potential A is introduced 
into the ESM:

( , , ) ( , , , , ).S T X Y Z SA A A A A A A Aϕ= =


 (5)
The components of  such a 5-dimensional 

vector potential are related in the ESM by the 
system of  equations:

(5) TA 4 ,πρ◊ = −  (6)

(5) X;Y;Z 
4A ,j
c
π−

◊ =




 (7)

(5) S
4A ,Sjc
π−

◊ =  (8)

2 2 2 2 2

(5) 2 2 2 2 2 2

1 .
x y z s c t
∂ ∂ ∂ ∂ ∂

◊ = + + + −
∂ ∂ ∂ ∂ ∂

 (9)

On the basis of  the vector potential (5) in 
the ESM, one can construct the usual electric 
and magnetic fields E



 and ,H


, as well as two 
new fields – the scalar Q and the vector G



 
components of  which are determined similarly 
to the construction of  fields in the four-
dimensional Minkowski space:

;  , , , , , ,i k
ik

k i

A AF i k t x y z s
x x
∂ ∂

= + =
∂ ∂

 (10)

0
0

.0
0

0

X Y Z

X Z Y X

ik Y Z X Y

Z Y X Z

X X X

E E E Q
E H H G

F E H H G
E H H G
Q G G G

− − − − 
 − − 
 = − −
 

− − 
 
 

 (11)

The external action in the ESM is described 
using rotations of  three hyperbolic rotations (T, 
X), (T, Y), (T, Z) corresponding to the Lorentz 
transformations in the four-dimensional 
Minkowski space M(1,3) and new types of  
rotations – one hyperbolic (T, S) and three 
Euclidean (X, S), (Y, S), (Z, S) in the extended 
space G(1,4).

Rotations in G(1,4) have a clear physical 
meaning, so for example, hyperbolic rotations 

(T, X), (T, Y), (T, Z) are simply, according to 
(1) and (2), the change in particle velocity in 
corresponding X, Y or Z direction.

In the case of  hyperbolic rotations in the plane 
(TS), according to (2), there is a simultaneous 
change in the mass and energy of  the particle. 
For example, the dependence of  the photon 
mass on the rotation angle θ is determined by the 
formula mc2 = ħωshθ [6-10]. Expression for the 
localization parameter l in terms of  the angle θ:

2 .cl
sh
π

ω θ
=

⋅
 (12)

For Euclidean rotations in the plane (XS), 
the dependence of  the photon mass on the 
rotation angle ψ is determined by the formula 
mc2 = ħωsinψ, from which follows the expression 
for the localization parameter l in terms of  the 
angle ψ:

2 .
sin

cl π
ω ψ

=
⋅

 (13)

The speed of  wave propagation c in vacuum is 
related to the propagation of  speed in a medium 
or waveguide v refractive index n by the relation 
v = c/n.

In the case of  rotations (XS), a photon under 
the influence of  an external field acquires a mass 
related to the refractive index by the relation:

( ) 2 2sin .XSm
c c n
ω ωψ= ⋅ =
   (14)

Rotation (XS) corresponds in ESM to a 
transition from a space with one optical density to 
a space with another optical density. In this case, 
no time processes occur, everything is considered 
at the same moment in time. Therefore, the 
energy of  the particles is conserved, and all 
processes occurring with them are reduced to 
internal rearrangements. Conventionally, this 
can be understood in such a way that a particle 
entering a denser medium is deformed elastically, 
and leaving it, restores its characteristics.

In the case of  hyperbolic rotations (TS), a 
photon under the influence of  an external field 
acquires a mass related to the refractive index by 
the relation:

RADIOELECTRONICSYUAROSLAV V. KRAVCHENKO, DMITRY Yu.
TSIPENYUK, ANDREY V. VOROPINOV
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2
( ) 2 2 1.TSm sh n

c c
ω ωθ= ⋅ = −
   (15)

The physical meaning of  rotations (TS) is that 
we do not perform spatial movements, we are 
always at the same point, but the optical density 
at this point changes over time. In this case, the 
transformation (TS) means the transition to a 
different point in time and a different optical 
density. This can be interpreted in such a way 
that an external field arises in space, which, 
acting on a particle and doing work, changes its 
energy and mass.

From the point of  view of  ESM, the 
transition from a medium with one refractive 
index to a medium with another refractive 
index can be interpreted as a movement 
along the fifth coordinate of  the Extended 
Space. This (1+4)-dimensional space can 
be understood as a set of  1+3-dimensional 
Minkowski spaces, each of  which is 
characterized by some parameter, such as the 
refractive index n. And the transition from a 
medium with an index of  n1 to a medium with 
a refractive index of  n2 can be interpreted 
as a transition in a (1+4)-dimensional space 
from one (1+3)-dimensional subspace 
to another (1+3)-dimensional subspace. 
Thus, the geometry of  the Expanded space 
turns out to be connected with the physics 
of  those processes that we study in each 
specific problem. Namely, with the fields 
and environments that participate in these 
processes. The distribution of  these media 
and fields in our ordinary Minkowski space 
determines the distribution of  the "refractive 
index" in the Extended space, i.e. its geometry.

In [8] the solution of  the system of  equations 
(6)-(8) was found in the form

2( , , , , ) ( , , , ) , .iks i tU s x y z t u s x y z e e kω π
λ

− ⋅= ⋅ ⋅ =  (16)

Assuming that the desired function is 
stationary in time and changes slowly along the 
s axis compared to the change along the x, y, z 

axes. In this case, the solution has the form of  a 
3-dimensional Gaussian wave

3/2
0

0

2 2 2
2

1exp ( ) ( ) .
2

wu u
w

iki ks x y z
w R

ϕ

 = × 
 
  × − + − + + +    

 (17)

Here w0, the minimum wave radius at the point  s 
= 0; w – is the wave diameter at point s1 and R is 
the wavefront curvature radius at this point.

When a plane electromagnetic wave enters a 
medium or an external field, ESM predicts that, 
in accordance with (20), taking into account the 
above assumptions, the plane wave is localized 
into a sphere with radius w0.

We also note that it was shown in [24] that 
the fields (11) transform into each other upon 
rotations in G(1,4), which leads to the possibility 
of  overcoming the Coulomb barrier in the 
framework of  the ESM.
1. Hyperbolic rotations in the plane (T,X) lead 

to the following field transformation:
1[ , ],  ,

,  .

SvE E v H G G E
c c

H H Q Q

′ ′= + = +

′ ′= =

    

 

 (18)

2. Hyperbolic rotations in the plane (T,S) lead 
to:

,  ,

,  .

S Sv vE E G G G E
c c

H H Q Q

′ ′= + = +

′ ′= =

    

 

 (19)

3. Euclidean rotations in the plane (X,S) lead 
to:

,   [ , ],
1[ , ],   ( , ).

E E uQ G G u H

H H u G Q Q u E
c

′ ′= − = +

′ ′= + = +

   

 

  




 (20)

here v, vS, u are the velocities corresponding to the 
motion along the corresponding axis in G(1,4).

It was shown in [24] that, within the 
framework of  ESM, the field of  a plane 
electromagnetic wave ,E H

 

, when turning 
in the φYS + φZS planes by specially selected 
angles, can completely transform into the 
fields G and Q, which will make it possible to 
overcome the Coulomb barrier.

ELECTROMAGNETIC WAVE LOCALIZATION AND SCATTERING 
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3. DESCRIPTION OF THE 
INSTALLATION AND THE RESULTS 
OF THE FIRST MEASUREMENTS
3.1. description of the installation

A detailed description of  the created experimental 
setup is given in [1].

The results of  measurements obtained at 
the facility will be compared with the results 
of  calculations based on existing models of  
microwave radiation propagation and predictions 
based on ESM. The facility also assumes 
the measurement of  microwave localization 
parameters when radiation enters dielectric 
media with a refractive index greater than unity.

The installation diagram is shown in Fig. 1.
Microwave radiation with a frequency of  

38 GHz is generated by generator 1 of  the 
G4-141 brand (generation region 36-55 GHz). 
The output signal power is adjustable from 1 to 
4·10-3 W, the range of  the output power level is 
30 dB. The instability of  the output frequency is 
not more than 10-3. The limit of  instability of  
the output power level is ±0.3 dB. After the 
microwave generator, the radiation propagates 
along a silver-plated copper output waveguide 2 
30 mm long, having a rectangular cross section 
a×b = 5.5×2.5 mm.

Inside the waveguide 2, a dielectric rod 4 is 
installed, made of  Teflon, which completely fills 
the waveguide and extends 135 mm outward 

from the waveguide. We used two types of  
dielectric Teflon rods of  different profiles: No. 
1 with a cross section from 5.5×2.5 mm at the 
beginning to 0.1×2.5 mm at the end of  a rod 180 
mm long and No. 3 with the same cross section 
of  5.5×2.5 mm along the entire rod 200 mm 
long.

The installation has the ability to install a 
horn antenna 3 (output diameter 45 mm and 
length 75 mm), as well as a waveguide 2 with a 
wall thickness of  1.2 mm, made of  copper and 
silver-plated from the inside.

The receiver 6 combined with a horn 
antenna (inlet diameter 35 mm, length 55 mm) 
can be precisely moved in three spatial directions 
(movement accuracy 0.1 mm in the range 0-140 
mm) using the 3-dimensional positioning 
system of  the receiver 7. Further, the signal is 
the received microwave signal processed by the 
ADC and transmitted to the control computer.

To study the possible difference in the 
absorption of  microwave radiation depending 
on the degree of  localization between the 
emitter 4 with a Teflon core installed with a 
constant profile No. 1 or a variable profile No. 
3 and the receiver 6, a dielectric sheet absorber 
of  electromagnetic microwave radiation 5 was 
installed, consisting of  a set of  dielectric plates 
with a thickness of  2 to 16 mm. The maximum 
thickness of  the inlaid sheet dielectric absorber 
was 55 mm. The measured absorption coefficient 
of  38 GHz microwave radiation with a change in 
the total thickness of  the inlaid sheet dielectric 
absorber from 2 to 55 mm was from 5 to 90% 
of  the output signal. When setting the maximum 
level of  the output power of  the signal at the 
level of  4·10-3 W, the amplitude of  the recorded 
useful signal reaches the level of  350 mV at a 
distance of  about 150 mm.
3.2. measurement results.
Fig. 2 shows the first results of  measuring the 
shape of  the vertical profiles of  a microwave 
wave with a frequency of  38 GHz emerging from 
a rectangular waveguide with a cross section of  
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Fig. 1. Installation diagram. 1 - microwave radiation 
generator 38 GHz, 2-output horn antenna, 4 - Teflon dielectric 
insert of  constant or variable cross section, 5 - dielectric sheet 
absorber of  microwave radiation of  variable thickness 0-50 
mm, 6 - receiving horn with a microwave radiation receiver 
connected to the ADC and control computer, 7 - system of  

3-dimensional X-Y-Z positioning of  the receiver.
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5.5×2.5 mm, combined with an output horn 
with a diameter of  45 mm and a horn length 
of  60 mm. The input horn combined with the 
radiation sensor had a diameter of  35 mm and a 
horn length of  50 mm.

Vertical profiles were measured both in the 
middle of  the beam in the horizontal direction 
and with detuning every 5-10 mm from the 
middle section. Presented in Fig. 2 vertical wave 
profiles were measured at different distances of  
50, 100, and 150 mm between the output and 
input sections of  the horns.

On Fig. 2 are presented to compare the 
wave profile shape at different distances without 
taking into account the real value of  the received 
signal. It can be seen that at a distance of  50 mm 
the wave has not yet formed completely, which 
corresponds to the near Fresnel diffraction 
zone for radiation with a frequency of  38 GHz 
(wavelength 7.89 mm). Already at a distance of  
100 mm, the wave front is practically formed, 
which corresponds to the far Fraunhofer 
diffraction zone.

These results are in good agreement with 
theoretical ideas about the formation of  a wave 
front during the emission of  electromagnetic 
radiation, depending on the distance along the 
direction of  radiation propagation.

At distances corresponding to the near 
diffraction zone, the theoretical calculation of  

the shape of  the wave front presents significant 
difficulties; therefore, we carried out most of  
the measurements at distances of  more than 100 
mm between the transmitter and receiver. At 
the same time, we were limited in the ability to 
measure the wavefront at large distances, since 
the maximum possible precision movement of  
the receiver 6 used on the setup was limited 
to 140 mm with a positioning accuracy of  the 
system 7 of  0.1 mm, see Fig. 1.

For an experimental assessment of  the 
presence or absence of  differences in the degree 
of  absorption of  electromagnetic waves with 
different degrees of  localization in stacked 
dielectric absorbers of  various thicknesses, the 
installation shown in Fig. 1 was assembled. A 
different form of  the emitted electromagnetic 
wave was created by Teflon absorbers 4 having 
a constant or variable cross-sectional profile. 
Depending on the profile of  the Teflon insert 
No. 1 or No. 3 in the output waveguide 2, the 
shape of  the radiation wavefront at the half-
intensity level was different. At a distance of  
100 mm from the outer cut of  the Teflon insert, 
after passing through the 18 mm thick dielectric 
absorber, the value of  the vertical profile of  the 
signal from the rectangular insert No. 1 is 316±3 
mm at half-height of  the maximum value. At 
the same time, from insert No. 3, which has a 
converging signal profile, the value at half  height 
was 424±3 mm.

On Fig. 3 the results of  one of  the conducted 
experiments on the absorption of  microwave 
radiation with a frequency of  38 GHz in a 
dielectric absorber of  variable thickness are 
presented. In this experiment, a Teflon insert 
with a converging profile No. 3 (from 5.5×2.5 
mm at the beginning to 0.1×2.5 mm at the 
end) was inserted into the output waveguide 2 
and protruded from it by 125 mm, while the 
output horn 3 was absent. see Fig. 1. An input 
horn of  rectangular section 36×30 mm, 60 mm 
long, combined with receiver 6, was installed 
at a distance of  100 mm from the end of  the 
Teflon insert. A stacked Teflon absorber with 
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Fig. 2. Comparison of  the shape of  the 38 GHz microwave 
beam profiles (without taking into account the relative 
magnitude of  the signal), depending on the distance from the 
transmitter to the receiver 50, 100 and 150 mm. Output 
horn diameter 45 mm, horn length 60 mm and input horn 35 

mm, horn length 50 mm.
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a thickness of  2 to 55 mm was adjusted in the 
range of  0.1–4 mm from the end of  the Teflon 
insert so that the signal level in the receiver 6 
from the radiation transmitted through the 
absorber was maximum. To reduce the level of  
interference from microwave waves scattered 
by the installation equipment, special absorbers 
of  microwave radiation were attached at the 
emitter output and receiver input, which made it 
possible to significantly reduce the noise level in 
the receiving path.

On Fig. 3 in addition to the experimental data 
on the dependence of  the transmitted signal 
when using a Teflon insert of  a converging 
profile No. 3, an approximation based on the 
exponential formula of  the data obtained and 
the value of  the reliability of  this approximation 
R2 are given. Comparison of  the obtained 
approximation formulas for Teflon inserts No. 
1 (rectangular section) and No. 3 (converging 
section) showed a difference in the exponents at 
the level of  4-5% (–0.069 versus –0.074). At the 
same time, the exponent in the trend formula 
corresponding to the absorption of  the localized 
wave emerging from the converging waveguide 
No. 3 is less than the exponent obtained by 
approximating the results of  the Teflon rod 
No. 1 with a rectangular constant profile by the 
exponential law.

The accuracy of  the data of  the first 
experimental results and the total amount of  

measurements carried out so far only allows 
estimating and limiting the magnitude of  
the obtained effect of  the difference in the 
absorption of  electromagnetic microwave waves 
in the region of  35-50 GHz with different 
degrees of  localization from above by a value of  
about 3-4% for a given experiment geometry.

4. DISCUSSION OF THE RESULTS AND 
CONCLUSIONS
The first qualitative results have been obtained, 
which make it possible to compare the absorption 
of  electromagnetic waves of  different degrees 
of  localization in a dielectric absorber. Within 
the framework of  ESM, the propagation of  
an electromagnetic wave along the Z axis in a 
waveguide of  variable cross section converging 
along the X and Y axes filled with a dielectric with 
a refractive index greater than 1 corresponds to 
the case of  a combination of  rotations , and in the 
XS, YS and ZS planes [6,24]. With a combination 
of  rotations in different planes, according to the 
ESM formalism, a plane electromagnetic wave 
consisting only of  components passes partially 
(and under certain conditions, completely) into 
new fields.

So, for example, when   rotating, the following 
changes occur in the components

cos sin ;  cos sin ;

cos sin ;  cos sin .

YS YS YS YS
Y Y X X Z

YS YS YS YS
Y X X Z

E E Q H H G
Q Q E G G H

ϕ ϕ ϕ ϕ

ϕ ϕ ϕ ϕ

′ ′= + = −

′= − = −

When   and  turning in the XS and ZS 
planes, according to the ESM, similar field 
transformations also occur [6-7].

According to the qualitative estimates 
obtained in the ESM of  the processes occurring 
during the passage of  a plane electromagnetic 
wave through a converging dielectric waveguide 
of  variable cross section (wave localization), 
a new field object arises in which, due to the 
partial transformation of  the initial fields into 
new fields, due to which it is possible to more 
effectively overcome the Coulomb material 
barrier. As a result, less efficient scattering 
of  such localized waves in comparison with 
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Fig. 3. Dependence of  the relative value of  the transmitted 
signal of  microwave radiation with a frequency of  38 GHz 

on the thickness of  the stacked dielectric absorber.
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nonlocalized electromagnetic radiation should 
be observed in experiments according to ESM 
[24].

In our series of  experiments, we obtained 
an estimate of  the scattering of  microwave 
radiation with a frequency of  38 GHz in dielectric 
absorbers of  variable thickness for different 
shapes of  the incident wave wavefront (different 
degrees of  localization). If  the initial microwave 
radiation from the generator passes through 
a converging dielectric waveguide, a smaller 
scattering of  radiation during propagation 
through a dielectric absorber is recorded in 
comparison with experiments in which the 
microwave from the generator passed through a 
Teflon rod of  constant cross section.

To compare the obtained experimental data 
with the results of  model calculations, we plan to 
carry out calculations based on existing software 
packages, such as NEC2, MININEC3 and HFSS 
(High Frequency Structure Simulator), IE3D, 
Microwave Office, Microwave Studio [2-5].

In order to more fully study the expected 
effect, measurements will be carried out 
using silicone dielectric materials, which have 
a significantly higher refractive index for 
electromagnetic waves in the microwave range.
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Abstract: The method of  measuring the thermal resistance (TR) of  semiconductor devices (SD) 
according to OST 11 0944-96 and the original modulation method implemented in the hardware 
and software package developed by the authors are described. In both methods, the SD is heated 
by pulsed power, and the temperature of  its active region (transition) is determined by a change in 
the temperature–sensitive parameter (TSP) - the voltage at the SD at a low current passed through 
the SD in the pauses between the pulses of  the heating current. The measurement error of  the 
vehicle by the standard method strongly depends on the choice of  the duration of  the heating 
current pulses and the delay time when measuring the voltage at the SD after switching off  the 
heating current. In the modulation method, the duration of  the heating current pulses is changed 
according to the harmonic law, and according to the results of  measuring the voltage at the SD 
during the passage of  the heating and measuring current, the modulus of  the thermal impedance 
of  the SD is determined as the ratio of  the first harmonic of  the transition temperature to the first 
harmonic of  the heating power. According to the frequency dependence of  the thermal impedance 
module, the components of  the vehicle of  the object are determined, while the requirements for 
maintaining the temperature of  the device body are significantly reduced and, as a result, the 
measurement error of  the vehicle is reduced. The results of  comparative measurements of  the TR 
of  integrated microwave amplifiers (amplifying cascades) on InGaP/GaP HBT by the standard 
and modulation method at different values of  the amplitude of  the heating current are presented. It 
is shown that the results of  measuring the TR of  integrated microwave amplifiers by both methods 
are in good agreement with each other. It is established that with an increase in the amplitude of  
the heating current, the TR junction-case of  integrated microwave amplifiers decreases, which is 
due to the alignment of  current distribution in the structure of  the GBT during heating.
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1. INTRODUCTION
Microwave power amplifiers based on 
heterojunction bipolar transistors (HBT) are 
widely used in various radioelectronic systems 
operating in the S- and L-bands [1,2]. One of  
the key problems for this devices class is heat 
removal from dies, since the microwave power 
amplifiers efficiency is much less than unity [1,2]. 
At the same time, the real thermal parameters 
of  the microwave power amplifier modules can 
differ significantly from the calculated ones, 
therefore, it is necessary to control their thermal 
parameters both at manufacturing enterprises 
and at the input control of  electronic equipment 
manufacturers using such devices.

To control the microwave power amplifiers 
thermal parameters, the methods of  IR 
thermometry [3,4], Raman thermometry [5], or 
photoconductivity spectroscopy [6] are used. 
These methods are not very accurate, and 
obviously unsuitable for fully finished products 
in closed cases.

The purpose of  this work was to test methods 
for indirect measurement of  the integrated 
microwave power amplifiers thermal parameters 
based on HBT by the standard and modulation 
methods at various currents and to analyze the 
obtained dependencies.

2. METHODS FOR MEASURING 
THE THERMAL RESISTANCE 
OF INTEGRATED MICROWAVE 
AMPLIFIERS
The thermal properties of  semiconductor 
devices are usually characterized by the thermal 
resistance (TR) "junction-to-case" RTjc, defined 
as the ratio of  the temperature increment ΔTj 
of  the HBT p-n-junction to the thermal power 
dissipated in it:
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,  j c jT T T
RTjc P P

− ∆
= =

where Tj – p-n-junction temperature of  the 
transistor, included in the amplifier; Tc – fixed 
case temperature; P – power dissipated in the 
amplifier.

According to OST 11 0944-96 [7] for 
BT and HBT, a measurement object pulsed 
heating mode  is used, which is connected 
according to the circuit with a common base. 
The junction temperature Tj is determined 
in the pauses between heating current pulses 
Iheat by measuring a temperature sensitive 
parameter (TSP) that is linearly dependent on 
the junction temperature Tj. As a TSP for BT 
and HBT, a direct voltage Ueb is used at the 
emitter junction when a small fixed measuring 
current flows through it. The measurement 
error of  TR by this method according 
to estimates [7] is more than 12% with a 
confidence level of  0.95. One of  the reasons 
for this is the transient electrical process that 
occurs when switching the BT or HBT from 
the heating mode to the TSP measurement 
mode [8]. Another reason is the uncertainty in 
setting the duration of  heating pulses, which, 
according to the standard [7], should be 3–5 
times higher than the "transition-to-case" 
thermal constant τТjc, but the standard does 
not provide a method for measuring τТjc.

These shortcomings are absent in the 
modulation method with the object heating by 
heating current pulses, the duration of  which is 
changed according to the harmonic law [9]:
τ(t) = τaν(1 + asin2πft),
where τav – average pulse duration; а, f – coefficient 
and frequency of  heating power modulation.

The heating power modulation causes 
sinusoidal oscillations of  the transition 
temperature Tj, averaged over the period, with a 
phase shift φ relative to the variable power:
Tj(t) = Tj0 + Tmsin(2πft – φ),
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where Тj0 – junction temperature constant; Tm – 
variable component amplitude of  the junction 
temperature at the modulation frequency f.

Thermal impedance is defined as the 
amplitudes ratio of  the junction temperature 
variable components and the heating power 
The thermal impedance dependence on the 
modulation frequency of  the heating power 
has features in the form of  flat sections 
and inflection points determined by the 
components of  the TR of  the object [10]. 
The modulation method has a advantages 
number compared to the standard method 
[11]: it allows measuring the TS components, 
and this method significantly reduces the 
requirements for maintaining the temperature 
of  the object body constant. Both methods 
are implemented in a hardware-software 
complex, which includes a microprocessor-
based thermal resistance meter, a computer, 
and specialized software [11].

3. HARDWARE-SOFTWARE COMPLEX 
FOR MEASURING THERMAL 
RESISTANCE
The modulation method for measuring TR is 
implemented in a hardware-software complex 
(HSC), the functional diagram of  which is 
shown in Fig. 1. The HSC works as follows. 
The operator enters data on the measurement 
modes and parameters, which are transferred 
to the microcontroller via the USB interface. 
The microcontroller, together with a digital 
potentiometer (DP) and a heating current source 

Iheat, generates pulses with the amplitude, 
repetition period and pulse-width modulation 
frequency set by the operator. The heating 
current pulses passing through the collector-
emitter circuit of  the transistor heat the object 
of  measurement with a power that varies 
according to the harmonic law. The amplitude 
of  the variable power component is determined 
based on the amplitude of  the heating current 
pulses set by the operator and the measured 
voltage at the object, which is fed through a 
differential amplifier (DA) to the input of  the 
analog-to-digital converter (ADC) built into the 
microcontroller.

The impact on the object of  variable 
power, which changes according to a harmonic 
law, causes a change in the temperature of  
the active region of  the transistor die (p-n-
junction) according to the same law, but with 
a phase shift relative to the heating power. The 
measurement of  the junction temperature is 
carried out indirectly based on the measurement 
of  a temperature-sensitive parameter (TSP), 
which is used as a direct voltage Ueb between 
the emitter and the base of  the transistor 
when a fixed measuring current Imeas flows 
through the emitter junction. The transition 
temperature is measured in pauses between 
heating pulses with a time delay relative to their 
trailing edge, which is necessary to complete 
transient electrical processes. The junction 
temperature is measured by a 16-bit ADC 
that communicates with the microcontroller 
via the SPI (Serial Peripheral Interface) serial 
peripheral interface. To ensure the flow of  
heating current pulses through the transistor 
through the collector-emitter circuit, and in the 
pauses between pulses through the base-emitter 
circuit, electronic switches Key on field-effect 
transistors controlled by a microcontroller are 
used.

By the HSC it is possible to measure the 
TR not only by the modulation method, but 
also by the standard method according to 
OST 11 0944-96, using heating of  the object 

Fig. 1. Functional diagram of  the hardware-software 
complex.
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by a series of  heating current pulses with a 
constant duration. Since the duration of  
the heating pulses must be such that the die 
has time to reach a stationary temperature 
regime, while the case temperature remains 
unchanged, a special regime is provided in the 
HSC to determine this optimal duration. It is 
based on the measurement and analysis of  the 
transient thermal characteristic (TTC), that 
is, the dependence of  ZT(τ) of  the transient 
TR on the duration τ of  the heating current 
pulses and includes the passage of  heating 
pulses through the object with a duration 
increasing according to a logarithmic law. In 
this case, the pause between pulses exceeds 
the pulse duration by a factor of  4–5, which 
is quite sufficient for the die temperature 
to return to its initial value after each pulse. 
After each heating pulse with a certain time 
delay, the response to this effect is measured 
– the change in the transition temperature. 
To determine the optimal pulse duration, 
smoothing and differentiation of  the 
measured TTC is applied.

4. MEASUREMENT OF THE 
MICROWAVE AMPLIFIER THERMAL 
RESISTANCE BY THE STANDARD 
METHOD
The objects of  study were integrated microwave 
amplifiers based on InGaP/GaP HBT type 
MMG3014NT1 with a limiting frequency of  
4 GHz and a maximum operating current 
of  300 mA [12]. During measurements, the 
object was connected to a source of  heating 
pulses according to a common-base circuit. 
Heating was carried out by a series of  heating 
current pulses flowing through the "collector-
emitter" circuit. The voltage Ueb used as the 
TSP was measured with a time delay of  40 
µs relative to the end of  each heating current 
pulse. The temperature coefficient of  the 
forward voltage drop was measured by the 
standard method and for the HBT MMG3014 
is – 1.78 mV/K.

To determine the optimal duration of  the 
heating current pulses, the transient thermal 
characteristic (TTC) was first measured by 
passing heating current pulses, with a change 
in duration τ from 0.1 to 300 ms with a 
step constant on a logarithmic scale of  50 
pulses per decade. The results of  the PTC 
measurements are presented in the upper 
window in Fig. 2. The features of  the TTC 
were identified by calculating [dZT/dτ]−1 as a 
function of  the pulse duration τ. The result 
of  such processing of  TTC is shown in the 
lower window in Fig. 2. The maximum of  
the graph in the lower window corresponds 
to the optimal pulse duration, the value 
of  which for the studied HBT MMG3014 
turned out to be 5.5 ms. At the pulse duration 
determined in this way, the measurements 
were carried out by the standard method. 
The thermal resistance RTjc was determined 
by calculating the temperature difference of  
the die before and after the heating pulse, 
followed by averaging over all pulses. To 
eliminate the influence of  the delay time on 
the measurement results, extrapolation of  the 
TSP values by the end of  each heating pulse 
was used; it was assumed that the process 
of  object die cooling is described by a root 
dependence [8].

Fig. 2. Transient thermal characteristic (top) and the 
result of  its processing (bottom).
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The result of  measuring the TR of  the 
MMG3014 microwave amplifier at Iheat =200 
mA is shown in Fig. 3. Regardless of  the 
set pulse duration, the voltage at the top 
of  the pulses was measured 10 times with 
subsequent averaging. To determine the 
change in the junction temperature caused by 
the heating pulse, the TSP value was measured 
10 times before each heating pulse and 130 
times after it. The interval between adjacent 
TSP measurements was 13 μs, which was 
determined by the capabilities of  the external 
ADC and SPI interface. The measured value 
of  TC at Iheat = 200 mA turned out to be 
23.28 K/W. TC measurements at various Iheat 
values showed that with an increase in the 
Iheat amplitude, the value of  RTjc decreases 
significantly.

5. MEASUREMENT OF THERMAL 
RESISTANCE BY THE MODULATION 
METHOD
In this method, the object is heated by a 
sequence of  heating current pulses with a given 
repetition period and a duration that varies 
according to a harmonic law. To determine RTjc, 
the dependence of  the real part Re ZT(f) of  the 
thermal impedance on the modulation frequency 
of  the heating power f  was measured (upper 
window in Fig. 4). The inflection point on the 
dependence Re ZT(f) is determined by the thermal 
resistance "junction-to-case" RTjc. To determine 
this component, a plot of  the dependence of  the 
inverse derivative Re ZT(f) on frequency from Re 

ZT was plotted (lower window in Fig. 4). The 
maximum on the graph corresponds to the TR 
RTjc component.

To assess the inhomogeneity of  the 
distribution of  the heating current over the 
die structure of  the MMG3014 microwave 
amplifier, the dependence Re ZT(f) was 
measured at different values of  the amplitude 
of  the heating current pulses. The results 
of  processing the obtained dependences are 
shown in Fig. 5. For the convenience of  

Fig. 3. The shape of  the voltage on the object 
when measuring the TC of  the microwave amplifier 

MMG3014 standard method at Iheat = 200 mA.

Fig. 4. Frequency dependence of  the real part Re 
ZT(f) thermal impedance of  the MMG3014 microwave 

amplifier.

Fig. 5. Dependence of  (dReZT/df)–1 on the real part 
of  the thermal impedance Re ZT microwave amplifier 

MMG3014 at different amplitudes of  Iheat.
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perceiving the graphs, all of  them are shifted 
relative to each other along the ordinate 
axis by 5 units. It can be seen that with an 
increase in Iheat from 100 to 300 mA, the 
maxima, whose position relative to the Re 
ZT axis determines the thermal resistance 
RTjc, shift to the beginning of  the abscissa 
axis. This indicates that with an increase in 
the amplitude of  the heating current pulses, 
the values of  the thermal resistance RTjc of  
the microwave power amplifier based on the 
HBT significantly decrease.

The results of  measurements of  RTjc at 
different values of  RTjc, obtained by the 
modulation method, are shown in Fig. 6. 
The solid line 1 shows the result by the least 
squares method. Line 2 shows the result of  
processing the RTjc values obtained by the 
standard method. It can be seen that the 
nature of  the dependence of  RTjc on Iheat 
for both methods is the same, but there is a 
significant difference between the measured 
values of  RTjc. The reason for this difference 
is that, in addition to the die in which the HBT 
is formed, the power amplifier has matching 
elements with active and capacitive resistance. 
When using the modulation method, the 
object is heated by a sequence of  pulses with 
a repetition period of  about 100 μs, and when 
using the standard method, by single pulses 
with a duration of  several milliseconds. Due 

to the different nature of  the current flow 
through the matching capacitive elements, 
the HBT die is heated by a series of  short 
current pulses more than when heated by 
single pulses.

In addition, it can be seen from the 
figure that the thermal resistance RTjc of  
the MMG3014 HBT microwave amplifier 
noticeably decreases with an increase in the 
heating current amplitude. One of  the most 
probable mechanisms of  such a decrease is 
the equalization of  the current distribution 
in the comb structure of  the HBT during 
heating [13,14]. One of  the main reasons for 
the inhomogeneous current distribution in 
the comb structures of  BT and HBT in the 
active mode of  operation is the voltage drop 
across the resistance of  the current-carrying 
emitter tracks of  metallization in relation to 
the thermal potential [14]. With an increase 
in the structure temperature and thermal 
potential, the effect of  the voltage drop on 
the metallization resistance decreases and the 
inhomogeneity of  the current density in the 
structure decreases. Thus, the steepness of  
the current dependence RTjc can serve as an 
indirect diagnostic parameter of  the resistance 
of  current-carrying metallization and the 
inhomogeneity of  the current distribution in 
the HBT structure.

Fig. 6. Dependence of  the thermal resistance of  the MMG3014 microwave amplifier, measured by various methods, 
on the amplitude of  the heating current pulses: 1– standard method; 2 –modulation method.
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6. CONCLUSION
The results of  comparative measurements 
of  the junction-to-case TR of  integrated 
microwave amplifiers (amplifier stages) based 
on InGaP/GaP HBT by the standard and 
modulation methods at different values of  
the heating current amplitude are presented. 
It is shown that the results of  measuring the 
junction-case TR of  integrated microwave 
amplifiers by both methods are in good 
agreement with each other. It has been 
established that with an increase in the 
amplitude of  the heating current, the TS of  
the junction-case of  integrated microwave 
amplifiers decreases, which is probably due to 
the alignment of  the current distribution in 
the HBT structure during heating.

Thus, the steepness of  the current 
dependence RTjc can serve as an indirect 
diagnostic parameter of  the inhomogeneity 
of  the current distribution in the HBT 
structure.
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1. INTRODUCTION
A microwave radiometer is a highly sensitive 
receiver of  the own radiothermal radiation 

RADIOELECTRONICS

from various physical bodies, environments 
or space objects. Microwave radiometers 
are mainly used in radio astronomy [1], 
for remote sensing of  the Earth's surface 
and atmosphere from space [2], from an 
airplane or unmanned aerial vehicle [3], 
as well as from various ground carriers 
[4]. Of  particular interest is the use of  
microwave radiometers in medicine, for 
non-invasive measurement of  the internal 
temperature of  the human body in order 
to detect malignant neoplasms in the early 
stages of  development, when their therapy 
is especially effective [5-9]. The probing of  
the human body by microwave radiometers 
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simultaneously in several frequency ranges 
makes it possible to visualize the 3D 
distribution of  the internal thermal field 
of  a person [10]. The input signal of  the 
microwave radiometer is a broadband noise 
signal - radiothermal radiation, the spectral 
density of  which is described by the well–
known Planck formula and Planck's law 
for blackbody radiation. The distribution 
of  thermal noise amplitudes obeys 
Gaussian statistics and in the reception 
band of  the microwave radiometer has 
an almost uniform spectral density, i.e. it 
represents white noise. For the case of  low 
frequencies, Planck's formula reduces to 
the Rayleigh-Jeans formula, according to 
which the intensity of  thermal radiation is 
directly proportional to body temperature. 
Therefore, the intensity of  thermal radiation 
is usually expressed in units of  temperature 
– degrees on the Kelvin scale. In degrees 
Kelvin, both the input measured signal of  the 
microwave radiometer and the sensitivity of  
the radiometer, which is understood as the 
minimum detectable signal, are expressed.

The sensitivity or minimally detectable 
signal of  an ideal (excluding fluctuations 
in the gain of  a microwave amplifier) full-
power radiometer is proportional to the sum 
of  the noise temperatures of  the antenna 
TA and the first stage of  the microwave 
amplifier Tn and is inversely proportional to 
the radiometric gain representing the square 
root of  the product of  the equivalent width 
of  the input receiving band Δf at the time of  
accumulation, or integration of  the detected 
signal τ [1].

.a nT TT
f

δ
τ

+
=

∆ ⋅
 (1)

Sensitivity is the most important 
characteristic of  a microwave radiometer 
along with the dynamic range, which is 
understood as the ratio of  the maximum 

undistorted measured signal Tmax to the 
value of  the minimum detectable signal δT:

MAXD .d
T

Tδ
=  (2)

Dynamic range is a dimensionless 
quantity, which is usually expressed in 
decibels:

[ ] ( )10 .d dD dB lg D=  (3)

The presence of  artificial or natural 
distortions in the reception band of  
the microwave radiometer degrades the 
sensitivity and dynamic range of  the 
radiometer.

The purpose of  this article is to evaluate 
the effect of  artificial or natural distortions 
in the reception band of  a microwave 
radiometer on the sensitivity and dynamic 
range of  the radiometer. And also to 
evaluate these parameters when using 
algorithms for discrimination of  some 
special types of  distortions, for example, 
pulse or narrowband distortions.

2. INFLUENCE OF EXTERNAL 
INTERFERENCE ON THE 
MICROWAVE RADIOMETER 
OPERATION
By external distortions, we will understand 
any signals of  natural or artificial origin, 
other than thermal radiation, falling into 
the receiving band of  the radiometer. 
Electromagnetic radiation that occurs 
during spark discharges in the atmosphere 
– lightning – refers to interference of  
natural origin. As well as radiation caused 
by solar flares. Artificial distortions refers 
to any radiation of  artificial origin during 
arc discharges (electric welding), spark 
discharges, for example, from candles of  a 
running internal combustion engine, as well 
as any type of  radio transmitters, Bluetooth 
and Wi-Fi devices and others. Every active 
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or passive radio user works in the frequency 
band allocated to him. The distribution of  
radio airwaves between users is regulated 
by national legislation, taking into account 
international agreements. Thus, in the 
Russian Federation, such distribution is 
determined by the table approved by the 
Decree of  the Government of  the Russian 
Federation No. 1203-47 dated September 
18, 2019 "On Approval of  the Table of  
distribution of  Radio Frequency Bands 
between the Radio Services of  the Russian 
Federation and the Recognition of  Certain 
Resolutions of  the Government of  the 
Russian Federation as Invalid". According to 
the Table, a number of  frequency ranges are 
allocated for the operation of  passive means, 
radiometers and radio telescopes, therefore 
these ranges are sometimes called "radio 
astronomy windows". The operation of  any 
active emitters in these ranges is prohibited. 
But the allocated radio astronomy windows 
are rather narrow, so frequencies from 1400 
to 1427 MHz, that is, only 27 MHz, are 
allocated in the L-band for radio astronomy.

According to the formula (1), the 
sensitivity of  the radiometer is inversely 
proportional to the square root of  the 
reception bandwidth. Therefore, to increase 
sensitivity, radio astronomers have only two 
ways to increase sensitivity:

1) reducing receiver noise by reducing the 
temperature of  the microwave amplifier by 
cooling to the temperature of  liquid helium, 
by using special cryogenic technology, and

2) increasing the accumulation time.
For radiometers of  remote sensing of  

the earth from unmanned aerial vehicles, the 
use of  cryogenic technology and an increase 
in accumulation time are unacceptable. It 
remains to expand the receiving band, but at 
the same time, distortions created by active 
means will inevitably get into the receiving 

band of  the radiometer. In addition, the 
dedicated radio astronomy windows are 
constantly narrowing. So in the C-band 
recently there was a radio astronomy 
window with a width of  more than 200 
MHz. According to the latest edition of  
the "Radio Frequency Band Distribution 
Table ...", only 10 MHz remained from 200 
MHz from 4990 to 5000 MHz. The released 
frequencies were given for testing of  
communication facilities according to the 
5G standard. So radiometers manufactured 
before 2019 for the C-band now work in 
distortions conditions.

For medical radiometers – 
radiothermographs, the situation with 
external distortions is even worse. Thus, to 
obtain information about the thermal fields 
of  the human body at a depth of  up to 
7-10 cm, it is necessary to work in the 700 
MHz range with a bandwidth of  about 200 
MHz. There are no distortions-free bands 
in this range. The problem is solved with 
the help of  passive anti-distortions devices, 
either by using special noise-proof  antenna 
applicators, or by conducting analyses in 
special shielded cameras with a degree of  
shielding of  more than 60 dB. It should be 
noted that the cost of  a shielded camera 
is almost an order of  magnitude higher 
than the cost of  the radiothermograph 
itself. In addition, there are problems with 
its placement, assembly and maintenance, 
which limits the applicability of  the method. 
But even the funds listed are not enough. 
In addition, the use of  shielded cameras is 
unacceptable both in radio astronomy and 
in remote radiometric sensing. Therefore, 
the task of  searching for algorithms and 
methods of  operation of  radiometers in 
conditions of  external distortions becomes 
very urgent.
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To find effective algorithms for the 
operation of  radiometers in distortions 
conditions, it is necessary to investigate 
possible types of  distortions encountered in 
practice. To study the frequency distribution 
of  the distortions in the range up to 4 GHz, 
an experiment was conducted, the scheme 
of  which is shown in Fig. 1.

The signal from the broadband antenna 
was amplified by 40 dB by a low-noise 
broadband amplifier and fed to the spectrum 

analyzer. The distortions spectrogram is 
shown in Fig. 2.

The analysis of  the spectrogram shows 
that the entire ether in the range is quite 
densely filled with distortions (signals of  
active means). A small window is observed 
in the L-band and especially strong 
distortions in the 900 and 1800 MHz bands 
– interference from GSM cellular networks. 
Due to the fact that there are practically no 
free gaps between the distortions, the use 
of  notch filters to filter distortions will be 
ineffective. The use of  known distortions 
suppression algorithms by digital distortions 
filtering will also be ineffective.

To study the characteristics of  distortions 
in the time domain, a microwave radiometer 
with two-references C-band modulation was 
used. The scheme of  such a radiometer is 
known and published [11]. The signal from 
the output of  the power detector was fed 
to the first channel of  the two-channel 
oscilloscope, a modulation control signal was 
fed to the second channel, from which the 
oscilloscope was synchronized. The antenna 
of  the radiometer was either directed into 
the sky to check for the presence and 
recording of  distortions, or was covered 
with an absorbing material to register the 
noise track in the absence of  distortions.

At the same time, the output signal 
of  the radiometer was recorded after the 
synchronous filter and the synchronous 
detector at an accumulation time of  one 
second.
The view of  the noise track (the waveform 
of  the noise signal at the output of  the 
quadratic detector) in the absence of  
external interference is shown in Fig. 3. The 
modulation control signal is shown against 
the background of  the noise track. The noise 
signal represents a normally distributed 
random process. The distribution function 

Fig. 1. Distortions spectrum diagram.

Fig. 2. Distortions spectrogram diagram in the range 
from 0 to 4 GHz.
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of  a random process is described by the 
Gauss formula (4).

( )
( )2

2

2
4 ,1

2

mU U

f eU σ

πσ

−
−

=  (4)

Umn – the average value of  the signal or 
mathematical expectation, σ is the standard 
deviation or variance.

The signal realization function U, shown 
in Fig. 3, represents the voltage dependence 
on time. The voltage is measured in units 
of  Volts, but can be converted to degrees 
on the Kelvin scale, due to the presence 
in the radiometer circuit of  two internal 
reference loads with different and known 
temperatures. It is known that 99.7% of  
the samples of  a normally distributed signal 
fit into the range ± 3 σ. The magnitude 
of  the noise track shown in Fig. 3 can be 
estimated approximately at 200 mV, which 
corresponds to a noise temperature of  
approximately 600 K

The view of  the corresponding output 
signal of  the radiometer (Fig. 3) is shown 
in Fig. 4 as a copy of  the screen of  the 
digital processing program, obtained after 
integrating the signal for one second.

Fig. 4 shows graphs of  three values. The 
upper line in red represents a graph of  the 
values of  the "hot" reference load, heated by 
50 degrees relative to the "cold" load (blue 

line), which has a temperature equal to the 
ambient temperature. The temperature of  
the "black" body that covered the antenna 
from distortions is equal to the temperature 
of  the "cold" load (green line). Therefore, 
their graphs in Fig.4 practically coincide at 
the level of  305K. At the scale of  the graph, 
the fluctuations of  the output signal are not 
noticeable, since they do not exceed 1 K.

The presence of  external distortions 
significantly changes the picture. Since 
the power of  natural radiothermal signals 
is extremely small (about – 60 dB), a 
low-noise microwave amplifier with a 
large gain is required (about 80 dB with 
a 50 MHz reception band) so that the 
amplified noise would significantly exceed 
the power detector's own noise. With 
such an amplification, almost any external 
artificial signal exceeds in magnitude the 
thermal radiation noise track shown in 
Fig. 3. An external distortions signal, in 
the worst case, can overload the amplifier 
of  the first stage when the amplitude of  
the amplified distortion signal reaches the 
maximum value of  the output signal of  the 
amplifier. In this case, it makes no sense to 
talk about the sensitivity of  the radiometer. 
It is impossible to work in conditions of  
such great distortions. But in practice, 
there are often situations when saturation 
of  the microwave amplifier does not 

Fig. 3. Noise track view in the absence of  external 
distortions.

Fig. 4. Radiometer output signal diagram after a second 
integration.
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occur, although the distortions exceeds the 
magnitude of  the noise track. An example 
of  a detected signal under such conditions 
is shown in the oscillogram Fig. 5.

The type of  radiometer output signal 
in the presence of  external distortions is 
shown in Fig. 6.

The range of  fluctuations of  the 
output signal in the conditions of  external 
distortions exceeds 300K.

В этом случае минимально 
обнаружимый сигнал определяется 
не столько параметрами радиометра, 
сколько параметрами помехи.

The analysis of  the signal shown in Fig. 5 
shows that the distortions is not a continuous 
signal, but a non-periodic sequence of  short 
pulses with different amplitudes. The  pulse 
distortions will be considered short if  its 

duration is less than the sampling period 
of  the detected signal. In this case, the 
distortions falls into only one ADC count. 
This type of  distortions is typical for some 
digital communications and radars for 
various purposes. If  pulse distortions, as in 
Fig. 5, is received continuously throughout 
the entire time of  signal accumulation, 
then it is very difficult to take into account 
their influence and, if  possible, eliminate it. 
Perhaps this is a topic for future research. If  
the distortions is received only part of  the 
signal accumulation time, then algorithms 
for detecting, accounting for and suppressing 
distortions of  this type can be proposed. 
An example of  a short pulse distortions is 
shown in Fig. 7.

It should be noted that in practice there 
are not only short pulse distortions, but also 
longer ones, for example, as in Fig. 8. This 
type of  distortions can probably also be 

Fig. 5. The power detector output external distortions 
diagram.

Fig. 6. Radiometer output signal in the conditions of  
external.

Fig. 7. Example of  short pulse interference.

Fig. 8. Example of  the long pulse interference.
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taken into account and suppressed, but this 
is the topic of  a separate study.

3. ALGORITHM FOR 
EXTERNAL IMPULSE NOISES 
DISCRIMINATION
As noted above, the search for effective 
methods and algorithms for the operation 
of  microwave radiometers in conditions 
of  external distortions is an urgent task. 
Dissertations and numerous articles are 
devoted to it solving (for example [12]). But 
the task is so complex and multifaceted that 
no common solution has been found so 
far. The algorithm for taking into account 
the influence of  external distortions for 
the special case of  pulsed non-continuous 
external distortions is considered below. 
The algorithm involves detecting the 
presence of  external distortions , filtering 
out samples containing pulse distortions , 
further processing the remaining samples to 
calculate the antenna temperature. It should 
be noted that in order to apply the algorithm, 
it is necessary to have registered samples of  
the signal from the detector output for at 
least one second. The implementation of  
the algorithm is possible in two variants: 
in a pseudo-real time scale and with post-
experimental processing of  the registered 
signal.

Post-detector processing of  the 
radiometer signal involves the integration 
of  an analog signal for a sufficiently long 
time, compared with the modulation period, 
or the summation of  discrete digital samples 
after converting the analog signal into digital 
form. When summing N independent 
samples, the variance of  a normal random 
process decreases by the square root of  
N times. The actual radiometric gain, 
represented by the denominator of  formula 
(1), is the square root of  the number of  

independent signal samples, in accordance 
with V.A.Kotelnikov's theorem, up to a 
constant coefficient of  2.

After summing the samples, it is 
impossible to separate the samples 
containing distortions from the sum. 
Therefore, the algorithm must be applied 
before integrating (summing) the signal. 
To do this, we need to remember all the 
samples for the accumulation time. The 
rate of  receipt of  samples is determined by 
the band of  the detected signal. It usually 
does not exceed 50 kHz. Then the sampling 
frequency will be 100 kHz (in accordance 
with V.A.Kotelnikov's theorem), and the 
sampling period is 10 micro seconds. A 
modulation radiometer with meander 
modulation receives only half  of  the time 
of  the modulation period a signal from 
the antenna, and the second half  - signals 
from internal standards. It is necessary to 
remember only the samples of  the signal 
from the antenna, since the signals of  the 
standards do not contain external distortions 
and can accumulate according to a known 
algorithm. Usually, the isolation between 
the antenna channel and the reference 
channels is determined by the quality of  
the microwave modulator and exceeds 20 
dB. If  the distortions is so great that it 
penetrates the channels of  the standards, 
then the microwave amplifier will definitely 
be overloaded in the antenna channel, and, 
as noted above, in this case, the distortions 
suppression algorithms are not effective.

The proposed distortions discrimination 
algorithm at the first stage involves 
determining the signal parameters – the 
average value and dispersion, for a certain 
short period of  time (up to 0.1 of  the 
modulation period) in the absence of  
distortions . The presence of  distortions is 
determined by the presence of  samples, the 
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value of  which deviates from the average 
value by the amount of  tripled dispersion 
walue. If  this condition is not met, then 
other counts are taken for the same period 
of  time. If  the desired "reference" interval 
could not be detected, then the algorithm is 
not applicable in this situation.

At the second stage, samples are detected 
throughout the signal accumulation interval, 
the value of  which deviates from the average 
value by the value of  the tripled dispersion 
and more (the average value and dispersion 
are determined at the first stage). Further, 
all detected samples are excluded from the 
data array.

At the third stage, the summation 
(averaging) of  the remaining samples in the 
array is performed.

It should be noted that after applying the 
algorithm, the sensitivity of  the radiometer 
(and, accordingly, the dynamic range) will 
deteriorate somewhat due to a decrease in 
the number of  independent signal samples 
summed during the accumulation time. The 
greater the degradation, the greater the 
number of  samples with distortions (the 
greater the intensity of  the distortions). 
But this degradation is still less than the 
deterioration of  sensitivity in the presence 
of  distortions and without the use of  the 
algorithm.

The block diagram of  the external pulse 
distortions discrimination algorithm is 
shown in Fig. 9.

In case of  inapplicability of  this 
algorithm, two methods are proposed that 
work in the constant presence of  distortions.

The first method is based on iterative 
distortions suppression. To test the 
effectiveness of  the algorithm, a special 
program was developed and, based on it, 
a computer simulation of  the distortions 

filtering process was carried out. An array of  
data with parameters close to the parameters 
of  the noise signal at the output of  the 
power detector of  the radiometer with a 
frequency band of  about 50 kHz was used 
as the initial data. The modulation period 
consists of  four intervals of  256 samples. 
The sampling period is 10 msec. The average 
value of  the simulated signal was taken at the 
level of  300K, and the variance at the level 
of  10 degrees. An additional noise process 
was mixed into the generated data array, 
simulating a pulse interference with the 
parameters: the average value (mathematical 
expectation) at the level of  300K and 
a variance of  100 degrees. A parameter 
characterizing the intensity of  interference 
was introduced, numerically equal to the 

Fig. 9. The external pulse distortions discrimination 
algorithm.
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number of  distortions pulses (counts) for 
one modulation period of  256 counts. The 
generated data for the distortions parameter 
of  50 pulses for the modulation period are 
shown in the graph Fig. 10, which are similar 
to the real recorded data shown in Fig. 7. 
Different algorithms were used to calculate 
the mathematical expectation and variance. 
The iterative algorithm turned out to be the 
most effective, in which:
1. The mean M and dispersion D are 

calculated for 256 points.
2. Signal values are revealed ai, for which 

|ai –M| > kD replaced by M.
3. Checking that D has reached the specified 

value.
4. Skip to step 1 if  the value is not reached.

Calculations show that the best result is 
achieved when k = 3.

When noise pulses are added to the 
original signal, the values of  the mathematical 
expectation and variance of  the noise 
process change. When calculating iterations 
according to the presented algorithm, after 
3-4 iterations, the values of  the mathematical 
expectation and the variance of  the noise 
process return to the set values. A graph of  
the dependence of  the expectation value 
and the variance of  the noise process on the 
number of  iterations is shown in Fig. 11.

As can be seen from the graphs, the 
distortions is almost completely filtered out 
in five iterations. Of  course, the number of  

iterations required depends on the intensity 
of  the interference.

Another algorithm is based on the analysis 
of  the sample histogram, which leads to 
the separation of  data with distortions and 
without distortions.
1. A data histogram is being constructed. 

(Fig. 12). As expected, the largest 
amount of  data has accumulated in a cell 
that corresponds to real data without 
distortions. It can be seen that 134 values 
out of  256 have accumulated in this cell.

2. These data are selected, and the average 
value and variance are calculated.

3. This set is supplemented with those ai 
data for which |ai – M| < kD
It follows from Table 1 that the number 

of  useful signal values has increased to 190. 
If  we take into account that according to 

Fig. 10. Generated data with pulse distortions.

Fig. 11. The mean value and dispersion changes 
dynamics.

Fig. 12. Data histogram.
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the parameters of  the model, only 50 points 
were replaced by interference, then we can 
conclude that these points were removed. 
They can be replaced by an average value.

The type of  signal with filtered 
interference is shown in Fig. 13.

Second sensitivity – the sensitivity of  the 
radiometer with a signal accumulation time 
of  one second, is one of  the main parameters 
of  the radiometer that determines the 
accuracy of  measurements and dynamic 
range. For the signal parameters in the 
considered model, the second sensitivity, 
provided there no distortions, would be 
0.3 degrees. And in the presence of  pulse 
distortions with the above parameters, the 
sensitivity would deteriorate by 10 times – 
up to 3 degrees. Accordingly, the dynamic 
range will deteriorate by 10 times. When 
using the proposed interference suppression 
algorithms, the sensitivity will improve, 
but will not reach the value obtained for a 
signal without distortions. The deterioration 
of  sensitivity in this case is not due to an 
increase in the equivalent noise temperature 
of  the signal, but to a decrease in the number 
of  independent samples of  the signal, since 
part of  the samples was removed or replaced 
by a constant as a result of  the application of  

Table 1
Useful signal

Iteration Number Mean Dispersion

1 256 318.8793 58.2905

2 134 297.9854 5.7277

3 190 299.5555 8.3838

algorithms. In this case, the sensitivity after 
filtering distortions will be 0.37 degrees. 
The degradation will be 23% and this is 
significantly better than if  the interference 
was not filtered out. At the same time, the 
dynamic range will decrease from 43 dB to 
42 dB. In the presence of  distortions and 
without the use of  distortions suppression 
algorithms, the dynamic range would be 
reduced to 33 dB. Of  course, the degradation 
of  sensitivity and dynamic range depends 
on the intensity of  distortions.

4. DISCUSSION
The obtained experimental spectrograms 
and waveforms of  a signal with pulse 
interference, as well as the results of  
modeling distortions filtering algorithms, 
allow us to hope for the practical possibility 
of  working in conditions of  external pulse 
distortions. The presented distortions 
filtering algorithms require testing on real 
equipment in real conditions. To solve this 
problem, it is required to digitalize the analog 
signal from the output of  the power detector 
of  the radiometer with a sampling frequency 
of  about 100 kHz and store the data in 
non-volatile memory. Further processing is 
carried out in a personal computer using a 
specialized program. This article discusses 
distortions received by specialized medical 
radiothermograph equipment, and it does 
not consider classical methods of  dealing 
with pulse interference (for example, the 
median method).

Currently, the conducted research has 
shown the prospects of  these algorithms. 
However, the use of  algorithms requires 
additional research, including experimental 
ones, followed by their introduction 
into data processing programs of  the 
radiothermograph hardware. In case of  
successful introduction of  new devices and Fig. 13. Data cleared of  distortions.
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algorithms into the equipment of  medical 
radiothermographs, it will be possible to 
conduct medical tests and procedures in a 
regular office without using a special shielded 
camera, the cost of  which significantly 
exceeds the cost of  the radiothermograph 
itself. Due to the exclusion of  the cost of  a 
special shielded camera from the total cost 
of  the necessary equipment, the method 
of  microwave radiothermography using 
a radiothermograph will become more 
accessible and widespread.

5. CONCLUSIONS
As a result of  experimental studies, 
calculations and modeling, the following 
new results were obtained: 
• waveforms of  real external pulse 

interference of  a microwave radiometer 
in the C-band were obtained;

• the analysis of  the operation of  the 
microwave radiometer in the conditions 
of  pulse distortions was carried out;

• the influence of  external pulse distortions 
on the sensitivity and dynamic range of  
the microwave radiometer was evaluated;

• the algorithm of  detection, accounting 
and discrimination of  pulse distortions 
is proposed;

• the sensitivity and dynamic range of  the 
microwave radiometer were evaluated, 
taking into account the suppression of  
external pulse interference. 
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1. INTRODUCTION
Shannon–Hartley theorem modification for 
the channel capacity defined that MIMO 
channel is more effective than SISO due to 

independent communication channels between 
transmitters and receivers [1]. The number of  
communication channels is min(Ntx, Nrx) [1,2], 
where Ntx – is the number of  transmitting 
antennas and Nrx – is the number of  receiving 
antennas.

Diversity on both sides of  the system and 
coherent signal processing are the special 
features of  MIMO systems. Those features 
together with increasing of  number of  
independent communication channels allows 
to improve noise immunity [1,3,4].

The fact that the number of  independent 
communication channels for MIMO 
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systems is Ntx∙Nrx but the real number of  
communication channels which used for 
one symbol transmission is Nrx. That is the 
reason why different symbols received with 
different quality [1,5].

Spatial multiplexing is used in MIMO 
systems when one symbol transmits via one 
antenna per one timeslot. Improving noise 
immunity of  the system we may combine 
symbols in special space algebraic codes 
which are presented in matrix format [6,7]. 
One of  these codes used for 2×2 MIMO 
systems is so called Golden code for two 
transmitting and two receiving antennas 
[8,9]. Golden code performance gain is 
1.5-2 dB [8,10,11]. The breaking factor for 
widespread of  algebraic codes for massive 
MIMO systems is high computational 
complexity of  optimal demodulation [10,12]. 
For example, computational complexity 
of  Maximum Likelihood demodulator in 
algebraic codes is growing in line with 

2

2 ,b txk N  where kb – is the number of  bits per 
modulated symbol.

In those papers [13,14,15] offered 
extended orthogonal precoding method 
for MIMO systems with full diversity 
reception using special orthogonal matrices 
with dimensions  ( )2 2 .tx txN N×  The method 
demonstrates that resulted orthogonal 
matrices give us the minimum of  maximum 
variance of  QAM symbols for linear 
demodulation method [16].

The other way to impact on noise immunity 
of  the system to get the information about the 
channel to have the chance of  choosing the 
space time code. There is a popular way to 
have the control closed loop to transmit the 
information [1,17,18] within the system. The 
key factor for the efficiency of  the method is 
precise information about the channel and the 
capacity of  reverse closed loop [17,19,20].

This paper offers the combination of  
orthogonal precoding and channel state 
information for choosing appropriate 
precoding matrices. The necessary minimum 
value of  reverse channel information is only 
few bits. As shown below for MIMO 8×8 it’s 
only 3 bits are enough.

2. MIMO SYSTEM MODEL
MIMO spatial multiplexing system model 
describes the connections between the 
transmitter and receiver and might be expressed 
as [1,2]:

,n n n= +y Hx η  (1)

where ( )(1) (2) rx
TN

n n n ny y y =  y   – 
(Nrx×1)-dimensioned vector of  received 
signal; H – (Nrx×Ntx)-dimensioned MIMO 
channel matrix which consist of  scalar 
channel parameters (complex transmission 
coefficients) h(i,j) which are non-correlated 
zero mean Gaussian with the variances 

( ){ }2, 1 ,i j

tx

E h
N

=  which means that the channel is 
independent Rayleigh fading channel; ηn – 
(Nrx×1)-dimensioned Gaussian noise vector 
with covariance matrix { },H

n nEη =R η η  
which are mostly diagonal [1].

In such MIMO system where Ntx – is 
the number of  transmitting antennas and 
Nrx – is the number of  receiving antennas 
the input modulated symbols stream divided 
into number of  (Ntx×1)-dimensioned vectors 

( )(1) (2) ,tx
TN

n n n nx x x =  x  where every m-element 
of  n-vector is ( )

( 1) ,  1, ,  1,2,...
tx

m
n n N m txx s m N n− += = =

Every modulated symbol is zero mean E{si} = 
0, and unit power { }2 1.iE s =

Let’s take the same approach as it was 
in [13,14,15], when using the transmission 
of  extended vector of  modulated symbols 

1 2 ,
TT T T

L  x x x x
   which is one structure 

of  L – vectors and size of  this vector is 
(LNtx×1).  Extended channel model for this 
vector is
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,= +y Hx   η  (2)
where

1 2 ,
TT T T

L  y y y y
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L  
 η η η η
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– is (LNrx×LNtx)-dimensioned block diagonal 
extended channel matrix.

Let’s have new matrix ,F  which is 
(LNrx×LNtx)-dimensioned and use it for 
precoding our extended vector x . We may get 
new vector z which is .=z Fx   New channel 
model has the form:

.= +y HFx 

  η  (3)
MMSE-based demodulated vector and 

covariance matrix for this vector are given 
below:
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1
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tx
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where 
1

1ˆ
txLNρ

−
 ′ ′= + 
 

z H H I H y  

  – is MMSE-based 
vector for z, ( ) 1

txz LNρ
−

′= +V H H I   – covariance 
matrix for z vector.

In that transformation the resulted 
covariance matrix is block diagonal matrix, 
as given below:

,

MMSE

MMSE
z

MMSE

 
 
 =
 
 
 

V O O
O V O

V

O O V







   



 (6)

( ) 1
,

txMMSE Nρ
−

′= +V H H I  (7)

where VMMSE is (Nrx×Ntx)-dimensioned MMSE-
based covariance matrix for symbol vector in 
the system with simple spatial multiplexing, for 
channel model (1).

3. ORTHOGONAL PRECODING 
USING INCOMPLETE EXTENDED 
VECTOR
As we may see in [13], orthogonal precoding of  
transmitted symbols does not affect the trace 
of  covariance matrix of  estimation errors. It 
means that average values of  SNR after linear 
demodulation have not been changed but 
in same time the probability distribution is 
changed, which means that noise immunity of  
the system is getting better due to the minimum 
of  maximum variance criteria [16]. Next 
important point in [13] is that we may choose 
types of  orthogonal matrices which give us 
the way to reduce the variety of  minimum and 
maximum variance in covariance matrix and 
reduce the mean error probability. When we 
apply our extended vector with L = Ntx size 
there are no variety between minimum and 
maximum variance and all variances are equal 
to the mean. The other side of  the approach 
is negative because we must operate with large 
size vectors and matrices. It would be good to 
have the approach which operates with smaller 
vectors and matrices. For example, two vectors 
with (Ntx×1) size give us one extended vector 
with (2Ntx×1) size and orthogonal precoding 
matrix will be (2Ntx×2Ntx) size.
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Let’s take system with Ntx and L = 2, choose 
the precoding matrix as following:

4 4

4 4

1 ,
2

j

j

e
e

ϕ

ϕ

− ′
=  

−  

I PF
P I

  (8)

where φ – is rotation angle for symbol 
constellation; P4 – is (4×4)-dimension 
permutation matrix where every element is 0 
except one which is equal to 1 and it means 
that F  is orthogonal matrix.

For the maximum diversity gain, we should 
have 0 at main diagonal for matrix P4. This is 
the situation when every symbol transmits via 
two different antennas.

Considering new covariance matrix of  
estimation errors according to (5) - (7)

4 4

4 4

1 .
2

z

MMSE MMSE

MMSE MMSE

′= =

 ′+
 =
 ′+ 

V F V F

V P V P

V P V P

   





 (9)

Since we are interested in variances of  
error of  estimation only which are located at 
main diagonal and then we do not have any 
concerns about the rest of  block matrices 
inside. Having our permutation matrix P4 
we may get new vector of  diagonal elements 
of  matrix V :

( ) 4

4

1diag ,
2

MMSE MMSE

MMSE MMSE

+ 
=  + 

v P v
v V

v P v





 (10)

where diag(A) is the operator which creates 
vector from diagonal elements of  A matrix, 

( )diagMMSE MMSEv V  – Ntx-dimensioned 
vector of  diagonal elements of  MMSE-based 
covariance matrix.

Considering the example of  following 
permutation matrix:

(1)
4

0 0 0 1
0 0 1 0

.
0 1 0 0
1 0 0 0

 
 
 =
 
 
 

P  (11)

In that case for the first half  of  diagonal 
vector v  we can write the following 
expressions:

( )

( )

( )

( )

1 ,1 ,4

2 ,2 ,3

3 ,3 ,2

4 ,4 ,1

1
2
1
2
1
2
1 .
2

MMSE MMSE

MMSE MMSE

MMSE MMSE

MMSE MMSE

v v v

v v v

v v v

v v v

= +

= +

= +

= +









 (12)

The second half  of  diagonal vector v  is 
the same as the first one.

As the result of  orthogonal precoding (12) 
there are vector with two variances instead 
of  four different variances for MMSE-based 
algorithm and maximum of  those new variances 
guaranteed less than original ones. We should 
note that chosen permutation matrix does not 
realize that maximum of  new variances would 
be minimal because there no all combinations 
located at main diagonal.

We may choose other permutation matrices 
with different locations of  "1", for example:

(2) (3)
4 4

0 0 1 0 0 1 0 0
0 0 0 1 1 0 0 0

, .
1 0 0 0 0 0 0 1
0 1 0 0 0 0 1 0

   
   
   = =
   
   
   

P P  (13)

For these matrices, we obtain the following 
variance values of  estimation errors using 
orthogonal precoding:

( )

( )

( )

( )

( )

( )

( )

( )

(2) (3)
1 ,1 ,3 1 ,1 ,2

(2) (3)
2 ,2 ,4 2 ,2 ,1

(2) (3)
3 ,3 ,1 3 ,3 ,4

(2) (3)
4 ,4 ,2 4 ,4 ,3

1 1
2 2
1 1
2 2,
1 1
2 2
1 1 .
2 2

MMSE MMSE MMSE MMSE

MMSE MMSE MMSE MMSE

MMSE MMSE MMSE MMSE

MMSE MMSE MMSE MMSE

v v v v v v

v v v v v v

v v v v v v

v v v v v v

= + = +

= + = +

= + = +

= + = +

 

 

 

 

 (14)

Using three variants of  permutation 
matrices (1) (2) (3)

4 4 4, ,P P P  we may search the 
whole set of  combinations for diagonal 
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vector. We may transmit the information 
selecting the right combination for 
transmission with minimum of  maximum 
variance. For our system with Ntx = 4 it is 
only 2 bits needed in the feedback loop to 
transmit the information about the view of  
precoding matrix.

Large scale configurations for MIMO 
systems may use the same approach (see 
(11), (13)) and the number of  those 
matrices to search the whole set of  
combinations is (Ntx – 1) when Ntx=2m. 
The number of  bits is needed to transmit 
the information is m.

Those kinds of  systems when we may 
select the precoding matrix and transmit that 
information via reverse link, are the systems 
with the control closed loop.

4. SIMULATION RESULTS
The section offers simulation results for 
proposed orthogonal precoding algorithm 
with matrix selection for various MIMO 
configurations. The simulation has been done 
with following conditions:
• MIMO channel with independent Rayleigh 

fading;

• QPSK modulation;
• MMSE-based demodulation.

In Fig. 1 we show bit-error rates (BER) for 
4×4nMIMO configuration for the following 
modes:

• SMx – is ordinary spatial multiplexing;

• SMx + OrtPr – is spatial multiplexing for 
two time slots;

• SMx + CL-OrtPr – is spatial multiplexing 
with proposed orthogonal precoding for 
time slots and close loop (Close Loop 
Orthogonal Precoding).

We may see that the orthogonal precoding 
with close loop increases noise immunity 
in 2-3 dB for BER range 0.01-0.001 with 
comparison to ordinary spatial multiplexing 
system. Compared to a MIMO system 
using orthogonal open-loop (uncontrolled) 
precoding, the proposed method provides a 
gain of  ~ 1 dB.

For the configuration MIMO 8×8 see 
Fig. 2, the gain compared to conventional 
multiplexing is 1.6-4.1 dB, and compared to 
orthogonal open-loop precoding, the gain is 
0.5-1.5 dB.

Fig. 1. BER vs. SNR per bit for proposed system with 
orthogonal precoding and orthogonal precoding with closed 

loop for 4×4 MIMO system.

Fig. 2. BER vs. SNR per bit for proposed system with 
orthogonal precoding and orthogonal precoding with closed 

loop for 8×8 MIMO system.
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Fig. 3 shows performance curves for is 
16×16 MIMO configuration. Here, there are 
gains of  0.9-3.3 dB and 0.3-1.0 dB compared 
to systems with conventional spatial 
multiplexing and an orthogonal precoding 
system without control, respectively.

Note that for all configurations, the 
gain increases as the signal-to-noise ratio 
increases.

5. CONCLUSION
The orthogonal precoding method, which uses 
a closed reverse channel control loop to select 
a precoding matrix, improves the performance 
of  a multi-antenna MIMO communication 
system by increasing the diversity order. Our 
precoding algorithm based on minimum of  
maximum variances optimal criteria which 
operate with elements of  main diagonal 
of  covariance matrix for MMSE-based 
demodulation algorithm.

Close loop utilizes for transmission 
the information about precoding matrices 
demonstrating the better diversity effect using 
part of  extended vector with modulated 
symbols. The volume of  the information 
needed for 4×4 MIMO system is only 2 bits. 

The combination of  orthogonal precoding 
for strong sparse matrices and using only part 
of  extended vector with modulated symbols 
do not increase computational complexity at 
transmitting and receiving sides of  MIMO 
systems.

The simulation results for orthogonal 
precoding with close loop provide us with 
1-4 dB gain which depends on dimensions of  
MIMO system and required BER interval.

As the signal-to-noise ratio increases, the 
gain from using the proposed orthogonal 
precoding method with a closed control loop 
increases.
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1. INTRODUCTION
The development of  theoretical foundations 
and technical capabilities for the creation of  
synthetic aperture radar systems (SAR) makes 
it possible to receive radar images (RI) of  
observed objects with a resolution   of  the 
order of  meters or less [1-4]. At the same time 
when solving a number of  practical problems 
airborne radars require great information 
capabilities, which can only be provided by 
obtaining 3D RIs. In particular, obtaining 3D 
RIs of  the observed surface makes it possible 
to reduce errors in determining coordinates 
of  the observed ground objects due to their 
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height, and consequently, to increase the 
accuracy of  determining the location of  
the radar carrier relative to ground radar-
contrast landmarks when using image data. 
Besides, the formation of  3D RIs allows to 
obtain information about the relief  of  the 
observed area in any weather conditions and 
time of  day, which allows the radar carrier to 
solve the problems of  following the terrain 
in the conditions of  poor optical visibility. 
The issues of  the formation  of  3D RIs were 
previously considered in the scientific and 
technical literature [5-6]. So, the formation 
of  3D RIs during the translational movement 
of  the carrier (the antenna phase center 
(APC) of  the radar)  is considered  in [5], and 
a possibility of  forming 3D RIs during the 
rotation of  the APC of  the radar transceiving 
module is shown in [6].

The purpose of  the article is to consider 
the features of  forming 3D RIs in a distributed 
radar system, consisting of  a receiving module 
(Rx), the antenna phase center of  which rotates 
around a circle, and a stationary receiving-
transmitting (Rx-Tx) module.

2. PROBLEM STATEMENT
Let us assume that there is a distributed radar 
in which the phase centers of  the Rx and Rx-
Tx modules are separated in space. The antenna 
phase center of  Rx-Tx radar module is located 
in point A (Fig. 1) and it has the following 

coordinates: xpc = 0, ypc = 0, zpc = H. But the 
APC of  the receiving module is located in point 
B, it rotates strictly around the circle with a radius 
r  with a constant angular velocity ωrot in a plane 
(M, X', Y') relative to the center of  rotation (p. 
M). The plane of  rotation (M, X', Y') is parallel 
to the horizontal plane (O, X, Y). As a result 
the APC coordinates of  the Rx module can be 
represented as

( ) ( )0 ,rrm rx t rcos tω ϕ= +  (1)

( ) ( )0 ,rrm rt rsiy n tω ϕ= +  (2)

,rrmz H d= +  (3)
where φ0 – the initial phase of  APC rotation 
of  the receiving antenna, Ωr(t) = ωrt + φ0 – a 
current angle of  APC rotation relative to axis X', 
d – a distance between the APC of  the receiving-
transmitting module and the center of  the APC 
rotation of  the receiving module in the vertical 
plane of  the module (Fig. 1).

The study of  the probing signal is carried out 
by the Tx module (p. A) and the reception is 
carried out by both Rx-Tx module (p. A) and Rx 
module (p. B). The processing of  the trajectory 
signal is carried out jointly in p. A and B, realizing 
an interferometric processing system. Under 
these conditions the interferometer base ,AB



 
which we denote as I, does not change with the 
angle change Ωr(t) and can be presented as

( ) ( ) ( )( ) ( ) ( )( )2 2 ,rrmpc rrmpcI t x t x t y t y t d= − + − +  (4)

( )( )( ) ( )( )( )2 2 2 2 2 .r rI rcos t rsin t d r dΩ + =+= Ω +  (5)

It is known [6], that with interferometric 
processing of  signals in the process of  aperture 
synthesis due to APC rotation, it is possible to 
form 3D RIs.  Based on the described situation 
we will consider the process of  forming 3D RIs 
during the rotation of  APC of  the receiving 
module and separated in space but stationary 
located APC of  the Rx-Tx module. First, let’s 
consider the basic mathematical relationships 
that determine the possibility of  indicating the 
height of  the observed object using the example 
of  a point target (Fig. 1).

Fig. 1. The geometry of  location of  the APC  and the 
target in 3D space.
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3. DETERMINING THE OBJECT 
HEIGHT BY RADAR OBSERVATION
The registration will be done relative to the point 
where APC of  Rx-Tx module is located (p. А). 
Then the height of  the target Zt can be presented 
as

( )0 ,tZ H R cos α= −  (6)
where H – the distance between the horizontal 
plane OXY and the point of  APC of  Rx-Tx 
module location (height); R0 – distance from 
APC of  Rx-Tx module to the point target (point 
Т); α – antenna look angle.

Consider the MOT plane in Fig. 1, which 
includes the OZ axis and  the target location point 
(p. Т). Taking into account this consideration, 
the expression (6) can be written as

( )0 ,tZ H R cos β γ= + +  (7)
where β – the angle between R0 and vector
AC


, which determines the point of  APC of  
Rx module location relative to R0 direction, and 
γ – the angle between AC



 vector and OZ axis. In 
the general case, p. C determines the position of  
APC Rx module projection on the MOT plane. 
Both angles β(t), γ(t) are functions of  time, since 
the APC location of  Rx module changes in time 
and accordingly its projection on the (MOT) 
plane changes. But at the same time, the sum 
of  these angles does not depend on time and, 
accordingly, angle α – antenna look angle – does 
not change when observing a single point target 
(PT).

To define the PT height Zt, it is necessary to 
know the following information: the value of  
the signal phase at the output of  interferometer 
ψz(t), formed by Rx-Tx and Rx modules; the 
slant distance to the target R0; the radius rotation 
value r of  APC Rx module; distance d between 
the APC of  Rx-Tx module and antenna rotation 
plane of  Rx module; the antenna look angle θ in 
the azimuth plane; the angular position Ω of  the  
APC Rx relative to the X axis.

Based on geometry in Fig. 1, the phase ψz(t) 
of  the signal at the output of  interferometer can 
be presented as:

( ) ( )( )1 0
2 t ,z t R Rπψ
λ

= −  (8)

where R1(t) – distance from the APC of  Rx 
module to PT, λ – probing oscillation wavelength, 
R0 – distance from PT to APC of  Rx-Tx antenna.

Basing on ∆TAC (see Fig. 1), one can write 
down:

( )( ) ( )( ) ( ) ( )( )22 2
2 0 02 .R t R AC t R AC t cos tβ= + −  (9)
From equation (9), it follows that angle β can 

be presented as

( ) ( )
( )

2 22
0 2

0

 
.

2
R AC R t

t arccos
R AC t

β
 + −

=  
 
 

 (10)

Then from the right triangle ∆BCT, we get 
the following:

( ) ( ) ( )
( ) ( )

2 2 2
2 1

2
2

0 ,
2

z

R t R t B t

t
R B t

λψ
π

⊥

⊥

= − =

 
= + − 
 

 (11)

where ,B CB⊥ =


 – distance from the APC of  
Rx module to МОТ′ plane. As 2 2 2 ,AC d B= +



 
2 2 2 ( ) ( ) ,I B t AC t⊥= +  we can write:

( )

( ) ( )

( )

2
2

0

22
0

2
,

2

z zt t
I R

t arccos
R d B t

λψ λψ
π π

β

     − +      =
 +
 
 
 



 (12)

where B MC=




 – projection of  APC of  Rx 
module location point on МОТ plane equal to:

( ) cos( ( )),B t r tφ=


 (13)
( )tφ  – angle between the directions MB



 and 
MC


, which can be presented as:
(t) .rtφ ω θ= −  (14)
Then, taking into account expressions (14)  

and (13), we can write
cos( ).rB r tω θ= −



 (15)
From expression (15) it follows that the value 

of  angle β can be defined as

( )

( ) ( )

( )( )

2
2

0

22
0

2
.

2  

z

r

zt t
I R

t arccos
R d r cos t

λψ λψ
π π

β
ω θ

     − +      =
 + − 
 
 

 (16)

3D IMAGE FORMATION OF THE EARTH SURFACE RELIEF IN THE APERTURE 
SYNTHESIS MODE WHEN ROTATING THE RECEIVING ANTENNA PHASE CENTER...RADIOLOCATION



246

No. 3 | Vol. 15 | 2023 | RENSIT

In its turn it follows from Fig. 1 (see ∆MAC) 
that angle γ is equal to the following

( ) ( ) ( ) 
  .rB t r cos t

t arctan arctan
d d

ω θ
γ

  − 
= =   

  

  (17)

Basing on (16) and (17), the expression (7), 
determining the point target height Zt, can be 
presented as:

( ) ( )

( )( )

( )

2
2

0

0 22
0

2
 

2  

 
.

t

r

z z

r

t t
I R

Z H R cos arccos
R d r cos t

r cos t
arctan

d

λψ λψ
π π

ω θ

ω θ

       − +        = + +
  + −  

   
− 

+   

 (18)

The expression (18) makes it possible to 
determine the PT height at its various positions, 
defined by angle θ.

Fig. 2 shows the results of  simulating the 
nature of  the change in angles α, β and γ. The 
simulation was conducted under the following 
conditions: d = 3 m, r = 8 m, λ = 3 cm, D = 10 
km, H = 500 m, ωr = 10π rad⁄s, φ0 = 0, Zt = 10 
m, θ = 0° (Fig. 2а); θ = 45°(Fig. 2b).

The presented results show that angles β and 
γ change with time when the PC of  a real Rx 
antenna rotates. At the same time the antenna 
look angle of  the point target α, equal to [π – 
(β + γ)], remains unchanged in time. The results 
also show, that the nature of  the change in angles 

β, γ does not depend on the location of  a PT and 
d, r, z, H and R0 parameters.

4. CONDITIONS FOR UNAMBIGUOUS 
DETERMINATION OF THE 
OBSERVATION OBJECT HEIGHT
When using interferometric processing to 
determine the height of  the relief  an ambiguity 
problem arises, which is due to the fact that 
the phase of  the output signal of  the phase 
detector, which compares the phases of  the 
received signals, varies in the range from –π to 
π: ( ) [ ], .tψ π π∈ −  This fact must be taken into 
account when determining the target height, 
basing on the phase change of  the interferometer 
output signal.

Let us determine the conditions under which 
the unambiguous measurements of  the PT 
height will be ensured. To do this, let’s consider 
how the phase ψ(t) changes at the maximum 
given value of  the height ψh(t) and at the height 
corresponding to the zero level ψ0(t), and find 
their difference.

( ) ( ) ( ) ( )( )0 0
2  ,h ht t R t R tπψ ψ
λ

− = ∆ −∆  (19)

where ∆R0(t) = R1,0 – R2,0(t); ( ) ( )1, 2, ;
uniq uniqh h hR t R R t∆ = −  

R1,0 – the distance from the PC of  the receiving-
transmitting antenna to PT0; PT0 is a point target, 
the height of  which is considered to be zero; 

Fig. 2. The nature of  the change in angles β (curve 1), γ (curve 2) and α (curve 3) when rotating APC Rx module.
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R2,0 – the distance from the PC of  the receiving 
antenna to PT0; 1,  

uniqhR  – the distance from the 
PC of  the receiving-transmitting antenna to 

 
uniqhPT ,  

uniqhPT  – a point target, the height of  
which is set within the range of  unambiguous 
measurement; 2,  

uniqhR  – the distance from the PC 
of  the receiving antenna to 

unithPC  (see Fig. 3). 
The expression (19) can be rewritten as follows

( ) ( )

( ) ( ) ( )( )
0

1, 1,0 2,0 2,

 
2  .

uniq uniq

h

h h

t t

R R R t R t

ψ ψ
π
λ

∆ −∆ =

 = − + − 
 (20)

Taking into account the expansion 
2.1 .11 1

2 8
.x x x+ = + −  and the fact that H, d, r << 

D; φ0 = 0°, and 2 2
1,0 ,R D H= +  we get

2 2 2

3
1,0 1,0 1.0

1, 1,0

( 2 )
,

2 8uniq

uniq uniq uniq uniq
h

h Hh h Hh
R

R R
R R

−
≅ − −−  (21)

2

1.0

2 2 2
1,0

3

2,0 2,

1,0

2( )
(t)

2

cos(

(t)

t)[ 2( ) ]
.

2

uniq

uniq uniq

r

h

uniq uniq

h H d h
R

r h

R

H d R

R

h H
R

ω

− +
≅ −

− + −
−

−

 (22)

At the same time taking into account that 
4 3

1,08uniqh R

, and relying on (20)-(22), the 
expression (19) can be represented as

( )
0

2 2
1,0

3
1,0 1,0

( ) ( )

( ) cos( )2 .

h

r uniquniq

t t

H d R H r t hdh
R R

ψ ψ

ωπ
λ

− =

 + − = + 
  

 (23)

To ensure unambiguous height measurement 
the phase difference of  the output signal of  
the interferometric processing system must 

satisfy the condition [ψh(t) – ψ0(t) ≤ π]. When 
solving (23) we obtain the measured value of  
the unambiguous height of  the observed target. 
It follows from the expression (23) that the 
unambiguous measured height is related to the 
rotation of  the PC of  the receiving antenna. In 
this case the unambiguous height depends on 
variables λ, r, H, d, ωr and R1,0 as follows

3
1,0

2 2 2
1,0 1,0

(t) .
2 (H d)cos( t)

uniq

r

R
h

dR r R H

λ

ω
≅

 + + − 
 (24)

The nature of  the change huniq(t) when varying 
variables d, r, H is shown in Fig. 4-6.

From the results, presented in Fig. 4-6 one 
can see that the unambiguous measured height 
changes according to the periodic law. Moreover, 
the interferometer base, i.e., the vertical distance 

Fig. 4. The change in the unambiguously measured height in 
the process of  rotation at Н = 500 m, r = 8 m, D = 10 km 
and varying the vertical distance between the PCs of  the real 

antennas: d = 3, 4, 5 m.

Fig. 5. The change in the unambiguously measured height in 
the process of  rotation at Н = 500 m, d = 3 m, D = 10 
km and varying the PC rotation radius value of  the receiving 

antenna.

RADIOLOCATION

Fig. 3. Geometric positions of  APC and  PT with zero 
height and the  height corresponding to the maximum value 

within the unambiguous measurement.
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between the PCs of  real Rx and Rx-Tx antennas 
has the greatest influence on the result of  height 
evaluation. In this case the maximum value of  
huniq(t) is reached at t = 0.5 T, where Т – is the 
time corresponding to one rotation turn of  the 
APC of  Rx module, at which the angle between 
the direction to the PT and the position of  the 
receiving antenna is π rad. In this situation the 
distance from the PT to the PC of  the Rx antenna 
will be the maximum possible and, accordingly, 
the difference [ψh(t) – ψ0(t)] – the minimum.

One can also see from Fig. 5 and 6, that the 
maximum value of  huniq(t) is reached at t = 0.5 
T, when ωrt = π. At the values of  ωrt = π/2 и 
ωrt = 3π/2 (i.е., when the angle between the PT 
and Rx antenna is π/2 and (–π)/2 accordingly), 
the height of  the unambiguous measurement is 
defined by one and the same value, which makes 
it possible to state: the radius of  rotation r and 
the height H of  the radar carrier do not influence 
huniq(t) at t = 0.25 T and 0.75 T.

From the obtained results we can conclude 
that in order to eliminate the phase shift, caused 
by the rotation of  the APC Rx it is necessary to 
choose t = 0.25 T. In this case the expression 
(24) can be presented as

1,0 .
2uniqh R

d
λ

≅  (25)

The expression (25) shows, that the height 
of  an unambiguous measurement is inversely 
proportional to the value d – the vertical 

distance between the PCs of  real antennas and 
is directly proportional to the wavelength of  the 
probing signal λ and distance to the target R1,0. In 
particular, at λ = 3 cm, d = 3 m, D = 10 km, H = 
500 m we get huniq(t) 50 m.

In future we will assume that the height 
report is carried out at t = 0.25 T or ωrt = rad. 
In this case the expression (18) can be written as

2
21 1

0
( ) ( )

2
,

2

z z

c

T T R I
Z H

d

λψ λψ
π π

   + −     = −
 (26)

where T1 = 0.25 T. Expression (26) directly 
implies the following: what information it is 
necessary to have in order to be able to determine 
the height of  the surface object of  observation.

5. ALGORITHM FOR DETERMINING 
THE HEIGHT OF THE OBSERVED 
EARTH'S SURFACE RELIEF
It follows from the obtained results that in order 
to determine the height H of  the observed surface 
relief  it is necessary to do the following steps:
1. Determine the phase difference ψh(m,n) 

of  the received signals from the observed 
object (relief) at the output of  the processing 
system (at the output of  phase detector PD) 
in each resolution element in azimuth and 
range, where m,n are the current numbers of  
resolution elements in range and azimuth, 
respectively. As ψh(m,n) = φ ± 2πN is periodical, 
it is necessary to determine the number of  
the whole periods of  N phase reversal.

2. Determine the phase difference ψ0(m,n) of  
the output signals corresponding to the zero 
height for each resolution cell

( ) ( ) ( )( )0 1,0 2,0
2, , , .m n R m n R m nπψ
λ

= −

In view of  the fact that the distance R1,0(m,n) 
is unknown in practice, we calculate it using 
R1,h(m,n), and get the following in the result

( )
2

0
1,

2, ,
( , )h

I dHm n
R m n

πψ
λ
 +

≅   
 

 (27)

where I – interferometer base. This phase is 
also a periodic function, so it’s necessary to 
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Fig. 6. The change in the unambiguously measured height in 
the process of  rotation at d = 3 m, r = 8 m, D = 10 km and 
variation of  the radar carrier height: H = 400, 500, 600 m.
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estimate the number of  the whole periods of  
phase reversal.

3. Determine the relief  height h(m,n), based on 
(26) in the assumption that ωrt = π⁄2 and θ = 
0 degrees, we get

0(m,n) z (m,n) z (m,n),hh = −  (28)

( )

( )

2
2 2
02

0 1,

( , ) ( , ) ( , )
8

( , ) ( , ) ( , ),
2

h

h h

h m n m n m n
d

m n m n R m n
d

λ ψ ψ
π

λ ψ ψ
π

≅ − +

+ −
 (29)

( )0 1,( , ) ( , ) ( , ) ( , ).
2 h hh m n m n m n R m n

d
λ ψ ψ
π

≅ −  (30)
Expression (30) actually contains the 

whole information necessary to determine 
the relief  height during the PC rotation of  the 
receiving antenna and the antenna diversity 
of  Rx-Tx module, namely: the distance to the 
target R1,h(m,n), phase difference ψh(m,n) of  the 
received signals at the output of  the processing 
system and parameters r, d, H, λ, that define the 
observation conditions.

The determination of  an unambiguous phase  
(disclosure of  the phase difference) is performed 
using the algorithm presented in [8], the essence 
of  which is to integrate the phase difference 
between two adjacent resolution elements 
provided that this difference does not exceed 
the value of  π, and there are no sharp changes in 
height relief. Otherwise a large number of  phase 
turns occurs. More details about this algorithm 
can be found in [9].

The algorithm operability was tested by 
computer simulation. Initially the relief  of  
the earth surface section was formed in the 
modeling environment, which is shown in 
Fig. 7. The relief  has height jumps from 0 
m up to 50 m within the range scale from 10 
km to 15 km with a range step of  50 m. The 
height measurement range corresponds to 
half  of  its unambiguous measurement.

During modeling it was assumed that 
d = 3 m, H = 500, r = 8 m, λ = 3 сm, then 
in accordance with previously described 
algorithm the formation of  the RI of  the 
observed relief  was carried out.

At the first step of  the algorithm the phase 
difference ψh(m,n) of  the received signals was 
determined within each resolution element 
(Fig. 8а), and then the unambiguous phase 
was determined using the algorithm presented 

Fig. 7. Modeled earth relief.

RADIOLOCATION

Fig. 8. Phase difference ψh(m,n) of  the received signals at the PD output before (a) and after (b) the processing.
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in [8]. The results of  processing are shown in 
Fig. 8b.

At the second step the phase difference 
was determined for the flat earth surface in 
each element of  resolution at the given range 
on the basis of  the expression (27) and the 
unambiguous phase ψ0(m,n) was determined 
too. The results of  the algorithm work at the 
second step are given in Fig. 9.

At the third step, using the expression 
(18), the relief  height was determined as 
the difference of  heights zh(m,n) and z0(m,n) 
within the resolution elements in range and 
azimuth. In this case it was believed that the 
instant of  time t = 0.25 T (i.е. ωrt = π/2). In 
this case the expression for zh(m,n) and z0(m,n) 
can be represented as

2
2

1,

z ( , )

( , ) ( , ) ( , )
2

H ,
2

h

h h
h

m n

m n m n R m n I

d

λψ λψ
π π

=

    + −      = −  
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2
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m n

m n m n R m n I

d

λψ λψ
π π

=

    + −      = −  
 
 
 

 (32)

Fig. 10 shows the results of  calculating 
zh(m,n) (curve 1) and z0(m,n) (curve 2) within 
the fixed element of  resolution in azimuth.

Fig. 11 shows 3D image of  the terrain 
relief, formed in the antenna aperture 
synthesis mode with rotation of  the receiving 
antenna and the fixed position of  the APC 
of  Rx-Tx module when using the considered 
algorithm.

To assess the accuracy of  the relief  
formation, the developed algorithm 
determined the error in calculating the height 
of  the relief  relative to the model used. The 
results of  determining the error in the relief  
formation are presented in Fig. 12, where 
the nature of  the change in this error on the 
range scale within the variation of  the model 
relief  height is shown.

Fig. 9. Phase difference ψ0(m,n) of  the reflected signals, 
corresponding to the flat earth surface  before (curve 1) and 

after the processing (curve 2). 

Fig. 10. The relief  of  terrain  zh(m,n) (1) and the component 
z0(m,n), corresponding to the zero height of  the earth surface 
(2), along the range scale from 10 km to 15 km for one 

azimuth bin.

Fig. 11. 3D image of  the simulated relief  of  terrain.
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Fig. 12 shows that the error in the 
restoring the relief  height corresponds to the 
thousandths of  a meter, which allows us to 
state that the developed algorithm adequately 
restores the relief  of  the observed surface. At 
the same time  it should be noted that the 
obtained results correspond to a situation in 
which observation noise and possible errors 
in determining parameters r,d and H were not 
taken into account.

6. CONCLUSION
Тhus, the results presented in the article, 
show that when synthesizing the antenna 
aperture due to rotation of  the APC of  
the receiving module and the spaced 
but stationary position of  antenna Rx-
Tx module, it is possible to form 3D 
images of  the observed earth surface. The 
formation of  3D images is provided by 
interferometric processing of  the received 
signals in two reception points spaced 
relative to each other. In this case the errors 
in the restoration of  the relief  correspond 
to thousandths of  a meter. The study of  
the influence of  parameters r, H and d on 
unambiguity of  the height measurement  as 
well as the simulation results, showed that 
the vertical distance d between the PC of  
the receiving-transmitting antenna and the 
plane of  rotating the PC of  the receiving 
antenna has the greatest influence on 

the process of  restoring the relief  of  the 
observed surface.
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Abstract: An algorithm for automatic detection of  epileptiform activity in EEG monitoring 
data with delayed ischemia after hemorrhage in the subarachnoid space of  the brain 
is proposed and described. The algorithm is based on the formalization of  the visual 
characteristics of  epileptiform activity in the form of  a peak-wave discharge pattern 
and analysis of  the mutual correlation of  multichannel EEG signals with the selected 
pattern. Fragments of  epileptiform activity in each pair of  bipolar electrodes were 
determined from three conditions according to the description of  peak-wave discharges 
of  epileptiform activity: 1) the value of  positive mutual correlation at the peak of  the 
correlation function should be greater than 0.4; 2) a positive peak of  mutual correlation 
should be followed by a peak with a negative correlation; 3) the width of  the peak of  
negative mutual correlation at half-altitude should be at least 2 times greater than that of  
the previous positive peak of  positive mutual correlation. As with the visual detection of  
epileptiform activity, the neurophysiologist selected simultaneous peak-wave discharges 
in several bipolar electrodes. The results of  testing the algorithm on an hour-long EEG 
recording of  a patient with delayed ischemia are presented. Fragments with epileptiform 
activity during the hour under review were identified 17 in the right hemisphereand 2 
in the left. Interhemispheric asymmetry is caused by a right-sided aneurysm in patient. 
The operating time of  the algorithm on a modern personal computer is no more than 5 
minutes to process 16 bipolar signals, so it can be used to calculate the hourly amount of  
epileptiform activity in almost real time of  the manifestation of  this indicator of  delayed 
ischemia after aneurysmal subarachnoid hemorrhage.
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1. INTRODUCTION
Delayed cerebral ischemia usually occurs 
4 to 14 days after the onset of  a non-
traumatic or traumatic hemorrhage in 
the subarachnoid space of  the brain. The 
objectives of  conservative treatment of  
patients with subarachnoid hemorrhage 
(SAH) are stabilization of  the patient's 
condition, prevention of  recurrence 
of  SAH, prevention and treatment of  
vascular spasm and delayed cerebral 
ischemia. Intensive treatment is carried 
out in the conditions of  monitoring 
the main indicators characterizing the 
state of  the cerebrovascular system and 
vital functions. After admission of  a 
patient with suspected non-traumatic or 
traumatic SAH to the intensive care unit 
of  a neurosurgical hospital, a detailed 
neurological examination, an assessment 
of  the severity of  the condition, computer 
tomography (CT scan) and magnetic 
resonance imaging (MRI studies), 
transcranial and extracranial Doppler 
ultrasonography to assess the severity 
of  angiospasm, electroencephalography 
to assess the severity of  changes in the 
bioelectrical activity of  the brain are 
performed.

Clinical neurological examination is the 
"gold standard" for diagnosing delayed 
cerebral ischemia, but it requires good 

speech contact with the patient, which 
is impossible in the case of  severe SAH, 
accompanied by depression of  wakefulness 
before coma. Neuroimaging methods, 
which include CT and MRI, remain the 
"gold standard" of  instrumental diagnosis 
of  delayed ischemia, but their main 
drawback is the need to transport the 
patient to the tomograph, which makes it 
impossible to use them in the monitoring 
mode.

Electroencephalography (EEG) 
records the bioelectrical activity of  the 
brain, so any change in its functional state 
is immediately reflected in the indicators 
of  the curves. Changes in EEG are 
directly related to volumetric blood flow 
[1]. Signs (indicators) of  cerebral ischemia 
are manifested on the EEG in real time, 
which makes this method indispensable 
for intraoperative monitoring during 
operations on the brachiocephalic arteries, 
and in the intensive care unit for early 
diagnosis of  delayed cerebral ischemia 
after SAH.

If  brain damage due to hemorrhage has 
led to depression of  wakefulness before 
coma and clinical neurological examination 
is difficult, and CT requires transportation 
of  the patient to the device, continuous 
EEG monitoring becomes the main way to 
diagnose and predict the development of  
delayed cerebral ischemia. An alternative 
approach is Doppler ultrasonography 
monitoring. This method allows you to 
accurately diagnose vasospasm, but the 
very fact of  narrowing the vessel does 
not always lead to cerebral ischemia, 
and the technical feature of  ultrasound 
measurement of  blood flow velocity allows 
you to determine it only at one small point 
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not exceeding a few millimeters, while the 
spasm can be localized elsewhere.

EEG monitoring is the only method 
by which continuous round-the-clock 
monitoring of  the functional state of  
the brain of  a patient with SAH in the 
intensive care unit can be carried out to 
diagnose and predict the development of  
delayed cerebral ischemia. In combination 
with periodic studies using neuroimaging 
methods, it allows for early detection 
and prediction of  the development of  
delayed ischemia, which makes it possible 
to begin intensive treatment and stop its 
development. In principle, long-term 
monitoring of  EEG in real time of  
the manifestation of  indicators makes 
it possible to diagnose and predict the 
development of  delayed ischemia and 
evaluate its dynamics even before its heart 
attack develops, and further evaluate 
restoration of  cerebral perfusion even 
before clinical improvement [2-4].

Existing EEG monitoring systems 
provide real-time recording of  EEG 
in the disk memory in the presence of  
instrumental artifacts and artifacts of  the 
patient's vital activity and at the same time 
display multi-channel EEG on the monitor 
for visual observation and analysis by 
the doctor. To highlight time intervals 
with artifacts caused by the patient's vital 
activity and the care of  his medical staff, 
it is advisable to analyze video recordings 
synchronous with EEG.

Usually, the analysis of  the results 
of  long-term video-EEG monitoring 
is carried out retrospectively offline by 
viewing multichannel EEG and video 
fragments. The methodology for EEG 
analysis of  delayed ischemia is traditionally 

based on visual analysis of  curves, with the 
allocation of  artifact-free recording areas 
and analysis of  its background structure, 
single special graphic patterns, spectral 
energy in a certain time interval (usually 
1 hour) in various frequency ranges alpha 
(8-13 Hz), beta (14-40 Hz), theta (4-8 Hz), 
delta (0.5-3 Hz), and their ratio in the delta/
alpha and (delta + theta)/(alpha + beta) 
ranges,  possessing specificity in relation 
to various clinical conditions. This analysis 
is an extremely time-consuming and 
time-consuming work of  highly qualified 
neurophysiologists and, in addition, the 
objectivity of  such a diagnosis varies 
significantly between individual specialists. 
Given the required 10–14-day duration 
of  monitoring in patients with SAH, the 
use of  the generally accepted analysis of  
graph elements visually by EEG in offline 
mode is almost impossible and does not 
allow for prompt medical decision-making 
in case of  unfavorable development of  
delayed ischemia.

Therefore, for the widespread use of  
quantitative EEG (qEEG), it is necessary 
to develop an automated system for 
detecting indicators of  delayed ischemia 
as a result of  subarachnoid hemorrhage, 
which makes it possible to detect, classify 
and predict indicators of  delayed ischemia 
in real time [3]. In addition, due to the 
artifacts of  the patient's vital activity 
and his service by medical personnel, the 
automated calculation of  EEG diagnostic 
parameters without a priori selection of  
data segments without artifacts or manual 
review by trained neurophysiologists is an 
unsolved problem of  automatic algorithms 
for detecting delayed ischemia.

MEDICAL PHYSICS ALGORITHM FOR DETECTING EPILEPTIFORM 
EEG ACTIVITY IN DELAYED CEREBRAL ISCHEMIA
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Numerous studies have made it 
possible to identify EEG patterns, which 
are sometimes called "malignant" in the 
literature, since they are characteristic of  
an unfavorable prognosis of  survival and 
restoration of  consciousness [2-4]. These 
include sustained suppression of  the 
amplitude of  background activity below 10 
μV, disruption of  the continuity of  EEG 
curve oscillations with the development of  
the flash-suppression pattern, registration 
of  generalized periodic discharges with 
the same interval between digits and 
monomorphic graphic patterns, etc. The 
main diagnostic and prognostic indicators 
of  delayed ischemia in EEG monitoring 
are (1) focal and regional slowing, 
index decrease, and cessation of  rapid 
activity; (2) a decrease in the variability 
of  the EEG power averaged over the 
frequency range and leads separately 
in the left and right hemispheres of  the 
alpha rhythm power; (3) a decrease in 
the ratio of  the average power of  alpha/
delta rhythms; (4) epileptiform graphic 
patterns, including sporadic epileptiform 
discharges, lateralized rhythmic delta 
activity, lateralized periodic discharges, 
or generalized periodic discharges. 
Lateralized periodic discharges are sharp 
oscillations, such as spikes and sharp waves, 
that occur more or less periodically [5]. 
Recent studies of  epileptiform anomalies 
have demonstrated their diagnostic and 
prognostic potential in monitoring delayed 
ischemia after SAH [3,4].

In [6], the results of  a retrospective 
study of  the values of  the hourly number 
of  epileptiform discharges, determined 
visually, were published to predict the 
development of  delayed ischemia after 
SAH. Using visual offline analysis of  

EEG graphic patterns using the Persyst 
EEG Analysis Support System (https://
www.persyst.com/), it was found that 
in many patients with SAH, the hourly 
number of  epileptiform discharges per 
hour increases during the first 3 to 10 days 
after cerebral hemorrhage, the main risk 
period for delayed ischemia. In patients 
with developing delayed ischemia, hourly 
epiactivity for 3.5–6 days is significantly 
higher after SAH compared to those who 
do not develop ischemia (area under the 
ROC curve AUC = 0.72).

Finally, individual trends in the 
dynamics of  epileptiform discharges over 
time, assessed using a group analysis of  
the trajectory of  hourly load – the number 
of  epileptiform discharges per hour, also 
help to stratify the risk of  delayed ischemia. 
Similar results were obtained in studies of  
rats with pharmacological provoking of  
mild, moderate, and severe stroke [7]. The 
maximum AUC within 5 days after SAH is 
0.61, and within 10 days it is 0.68. These 
are the results showed that the hourly 
number of  epileptiform discharges is a 
useful parameter for identifying individuals 
at higher risk of  developing delayed 
cerebral ischemia after SAH. These studies 
were performed by neurophysiologists 
retrospectively "manually" using the 
analysis of  diagnostic parameters offline, 
using, as a rule, the Persyst EEG Analysis 
Support System (https://www.persyst.
com). Fragments of  multichannel ones 
lasting 5–15 seconds were analyzed. Such 
an analysis, firstly, is extremely time-
consuming, secondly, it depends on the 
qualifications of  neurologists [8] and, 
thirdly, in principle, changes in the hourly 
number of  epileptiform discharges cannot 
be applied in real time. As a result, a 2022 
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review [3] on the diagnosis of  delayed 
cerebral ischemia concluded that it was 
necessary to develop algorithms for the 
automatic detection of  indicators of  
delayed cerebral ischemia after SAH.

This article proposes and describes 
an algorithm for automatic detection of  
time fragments of  EEG with epileptiform 
activity, based on the analysis of  the 
functions of  cross correlation of  EEG 
with a characteristic fragment of  
epileptiform activity and the results of  its 
testing on clinical EEG data – monitoring 
of  a patient after SAH.

2. ALGORITHM FOR DETECTING 
EPILEPTIFORM ACTIVITY
In Fig. 1 shows the layout of  the electrodes 
in accordance with the international 
standard 10–20%. For long-term EEG 
monitoring, bipolar mounting (differential 
recording scheme) Fp1-F7, F7-T3, T3-
T5, T5-O1, Fp1-F3, F3-C3, C3-P3, P3-
O1 – left hemisphere and Fp2-F4, F4-C4, 
C4-P4, T5-O1, P4-O2, Fp2-F8, F8-T4, 

T4-T6, T6-O2 – right hemisphere are 
used. Bipolar EEG recording is used to 
reduce trends and other artifacts. The 
signal is recorded at a sampling rate of  
250 Hz. Signal filtering was carried out 
in the Matlab programming environment 
using filters: notch (iirnotch function) at a 
frequency of  50 Hz, 8th order Butterworth 
bandpass filter (butter function) in the 
frequency range 0.5-70 Hz, removal of  the 
linear trend (detrend function).

In Fig. 2 shows an example of  a 
5-second fragment of  a bipolar EEG of  
a patient with delayed ischemia after SAH 
in the frontal part of  the right hemisphere, 
recorded on 10/14/2022.

From Fig. 2 shows that the characteristic 
features of  the graph element of  
epileptiform activity (see, for example, 
recording in a pair of  channels C4-P4) is 
the presence of  a high-amplitude (100 μV) 
acute negative peak with a duration of  90 
msec at a half-altitude and a wave following 
it with a duration of  more than 2 times. 
To detect a fragment of  epileptiform 
activity, we used the analysis of  the cross 
correlation of  the function (Matlab xcorr 
function) of  EEG recording in each pair 
of  bipolar electrodes with a negative peak 
sample, which was chosen as a negative 
EEG peak in a pair of  C4-P4 electrodes in 
a time interval of  about 3.5 seconds. The 
green dots indicate the maximum and zero 
correlation values.

In Fig. 3 shows the function of  
cross correlation of  the bipolar signal 
of  the EEG fragment shown in Fig. 2, 
with selected sample. A fragment of  
epileptiform activity is highlighted in 
red, which was determined from three 
conditions according to the description 

MEDICAL PHYSICS ALGORITHM FOR DETECTING EPILEPTIFORM 
EEG ACTIVITY IN DELAYED CEREBRAL ISCHEMIA

Fig. 1. Arrangement of  EEG electrodes on the scalp 
in accordance with the international scheme of  10-
20%. Even electrodes are on the right hemisphere, odd 
electrodes are on the left, A1 and A2 are reference 
electrodes. The arrows indicate pairs of  electrodes in 

bipolar EEG recording.
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of  peak-wave discharges of  epileptiform 
activity:

1) the value of  positive cross correlation 
at the peak of  the correlation function 
should be greater than 0.4;

2) a positive peak of  cross correlation 
should be followed by a peak with a 
negative correlation;

3) the width of  the peak of  negative 
cross correlation at half-altitude should be 
at least 2 times greater than that of  the 
previous positive peak of  positive cross 
correlation.
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Fig. 3. Cross correlation of  a 5-second EEG 
fragment with a negative EEG peak in a pair of  C4-
P4 electrodes in a time interval of  about 3.5 sec from 

Fig. 2.

Fig. 2. A 5-second fragment of  an EEG recording with epileptiform activity indicated by a red circle.
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Fig. 4. Fragment of  the EEG of  patient D. in the time interval 2 hours 45 minutes 38 seconds – 2 hours 45 
minutes 41 seconds.

ALGORITHM FOR DETECTING EPILEPTIFORM 
EEG ACTIVITY IN DELAYED CEREBRAL ISCHEMIA

3. RESULTS OF PROCESSING 
CLINICAL EEG RECORDINGS
An hour-long EEG recording was 
analyzed at a 3-hour daily recording on 
12.10.2023 before CT examinations in 
patient D., who had a ruptured aneurysm 
of  the right internal carotid artery. On 
CT on 10/15/2023, a hematoma was 
found in the area of  surgery in the right 
front temporoparietal region. CT scan 
dated 10/18/2023 diagnosed ischemia in 

the right temporal and occipital lobes of  
part of  the right hemisphere. It should be 
noted that the EEG fragment in which the 
sample of  epileptiform activity presented 
in Fig. 2 was selected was recorded on 
another day of  EEG monitoring.

In Fig. 4 as an example is a fragment of  
the EEG of  patient D. in the time interval 
of  2 hours 45 minutes 38 seconds – 2 hours 
45 minutes 41 seconds, which visually 
determines the epileptiform activity.
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In Fig. 5 shows the functions of  the 
cross correlation of  the EEG with the 
sample described in section 2. The peaks 
corresponding to epileptiform activity 
simultaneously in 3 bipolar pairs of  F4-
C4, T4-T6 and T6-O2 electrodes at about 
39 seconds of  the fragment and the peak 
in one bipolar pair of  F4-C4 electrodes at 
41 seconds are highlighted in red.

With the visual detection of  
epileptiform activity, the neurophysiologist 
distinguishes simultaneous peak-wave 
discharges in several electrodes. To 
exclude the artifact genesis of  discharges, 
taking into account the phenomenon of  
volumetric propagation of  bioelectric 
activity generated by the cerebral cortex, 
it is advisable to allocate time fragments 
with simultaneous graphic elements in 2 
or more closely spaced bipolar pairs of  
electrodes. During the hour under review, 
17 such fragments were identified in the 
right hemisphere and 2 in the left. This 
interhemispheric asymmetry is due to a 
right-sided aneurysm in patient D.

The operating time of  the algorithm 
on a modern personal computer is no 
more than 5 minutes to process 16 bipolar 
signals, so it can be used to calculate the 
hourly amount of  epileptiform activity in 
almost real time of  the manifestation of  
this indicator of  delayed ischemia after 
SAH.

4. CONCLUSION
Usefulness of  quantitative EEG in 
detecting delayed cerebral ischemia after 
aneurysmal subarachnoid hemorrhage. 
It provides a non-invasive, continuous 
assessment of  brain activity in real time 
and requires a relatively short time to 
determine the diagnostic indicators of  
delayed ischemia compared to a medical 
assessment of  the baseline EEG. With the 
increasing availability of  software capable 
of  calculating these EEG functions in 
real time, it has great clinical potential for 
the timely treatment of  delayed ischemia. 
EEG can also be used as a screening tool 
for patients with qEEG features to assess 
the high risk of  inclusion in clinical trials 
testing new treatments to mitigate and 
prevent delayed ischemia. The development 
of  a multifunctional algorithm based on 
all the above-mentioned functions of  the 
EEG, including epileptiform activity, is the 
next step in optimizing the algorithm for 
predicting delayed ischemia, which can be 
clinically implemented. Ultimately, qEEG 
is a promising modality implemented 
in everyday practice, allowing for non-
invasive real-time monitoring with global 
whole-brain coverage. At the same time, 
it has the potential advantage of  cost- and 
time-effectiveness, especially given the 
future development of  automated systems 
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Fig. 5. Cross correlation of  EEG, peaks 
corresponding to epileptiform discharges are highlighted 
in red. On the chart, the time is indicated in seconds, 
the countdown starts from 2 hours 45 minutes and the 

38th second.
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that could facilitate rapid detection and 
early intervention in delayed ischemia.

This article describes the proposed 
algorithm for automatic detection of  
EEG epileptiform activity, based on 
the formalization of  the description of  
peak-wave discharges of  epileptiform 
activity and its visual detection by 
neurophysiologists. Testing of  the 
algorithm on clinical data showed its 
adequacy to the neurophysiological 
description of  epileptiform activity in 
delayed ischemia after hemorrhage in the 
subarachnoid space of  the brain.

The operating time of  the algorithm 
on a modern personal computer is no 
more than 5 minutes to process 16 bipolar 
signals, so it can be used to calculate the 
hourly amount of  epileptiform activity in 
almost real time of  the manifestation of  
this indicator of  delayed ischemia after 
aneurysmal subarachnoid hemorrhage. 
Therefore, we believe that the application 
of  the developed algorithm will solve the 
problem of  detecting epileptiform activity 
and assessing its development with delayed 
ischemia in real time of  the manifestation 
of  this indicator.
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1. A CONCISE HISTORICAL 
INTRODUCTION
The last two decades have seen a profound 
breakthrough in our understanding of  sp2 amorphous 
carbon (aC). First, this was due to the epoch-making 
development of  graphenics – a new material science. 
The new scientific trend revived a huge interest in 
solid carbon in general, and gave rise to the first, and 
then subsequently more convincing guesses that the 
history of  graphenics did not begin in 2010 but goes 
back centuries ago, and that it is precisely aC that 
shows the way. The second important circumstance, 
which stimulated a new interest in amorphous 
carbon, is the highly elevated level of  research into 
the structure and chemical composition of  materials. 
In the rays of  these two illuminations, sp2 aC began 
to play with completely new facets. The purpose of  
this review is to introduce readers to a new vision of  
this old material.

My first personal encounter with sp2 aC was in 
2005. Being engaged in fullerenes at that time, I was 
puzzled by the search for evidence of  the presence 
of  this sp2 nanocarbon in nature. Having heard about 
its possible observation in a natural mineral called 
shungite carbon, huge deposits of  which are located 
within Russian Karelia, I went to sort it out on the 
spot. Scholars from the Institute of  Geology of  the 
Karelian Scientific Center of  the Russian Academy 
of  Sciences, who worked on these deposits, told me 
many interesting things about this mineral, but its 
connection with fullerenes has not been confirmed. 
However, fairy tale-like stories about its outstanding 
properties, its belonging to the family of  nanoscale 
solid carbons, and the high degree of  carbonization 
reaching more than 98%, did not allow for forgetting 
this amazing substance. Throughout the formation 
and further development of  the radical concept of  sp2 
nanocarbons, which then included fullerenes, carbon 
nanotubes, and first new graphene materials, such as 
graphene oxide and reduced graphene oxide (rGO), 

my attention again and again turned to shungite 
carbon. After a deep analysis in collaboration with 
N.N. Rozhkova it was suggested that the mineral is of  
a complex multilevel structure based on molecular-
like compositions, which are nanosize graphene 
domains framed along the perimeter by heteroatoms 
that provide complete and/or partial termination of  
dangling valence bonds of  the domain edge atoms 
[1]. This assumption was in line with fundamentals of  
chemical processes in nanoscale systems presented 
in a conceptual article by R. Hofmann, Nobel Prize 
winner in chemistry [2]. Thus, the idea arose that 
the basic structural unit (BSU) of  shungite carbon 
is a necklaced graphene molecule (NGM). Analyzing 
the available chemical content data, we assumed that 
hydrogen and oxygen are the main components of  
this BSU’s heteroatom necklace.

At the same time, all geophysicists share common 
opinion that shungite carbon belongs to amorphous 
solids, i.e., is a member of  the aC family. In turn, this 
body belongs to covalent solids, in which the short-
range order [3] is evidently determined by a particular 
configuration of  covalent sp2 C–C bonds. Chemistry 
teaches us that covalent bonds are extremely 
persistent, are characterized with a well-defined 
local topology, and tend to strongly resist changing 
their lengths and angles to ensure a stable chemical 
composition of  substances. Therefore, it seems 
reasonable to assume that, within the limits of  the 
short-range order space, sp2 C–C bonds retain their 
standard topology, thereby separating the graphene 
domain limited in size from the total massif  of  an 
extended honeycomb structure. A further variation 
in the domain arrangement ensures the disorder of  
the solid. In this sense, shungite carbon is analogous 
to covalent molecular amorphics, in which the short-
range order is determined with the basic standard 
molecules [4]. Accordingly, it is natural to assume 
that the NGMs, suggested to explain the structure 
of  shungite carbon, can be considered as BSUs of  
sp2 aC of  any origin. Moreover, the well-studied 
multilevel structure of  shungite carbon can be taken 
as the basis for all aCs of  this type.

The first bridge, uniting shungite carbon 
with other sp2 aCs was built when comparing 
vibrational spectra of  shungite carbon and one of  
the synthetic rGOs [5]. It would seem that there 
was nothing to prevent the idea of  NGMs as BSUs 
from being a fundamental concept for the entire 
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class of  sp2 aCs. However, one day, on the desk of  
one of  my colleagues, I saw two flasks filled with 
black powder, with manufacturer's labels pasted 
on, saying "C 100%", and with CB624 and CB632 
inscriptions indicating SIGMA-ALDRICH MERCK 
as producers. Both products were synthetic sp2 
aC known as black carbon [6]. The indisputable 
authority of  the manufacturer and the high price of  
the products did not leave a shadow of  doubt about 
its quality, and none of  my arguments based on the 
quantum nature of  the matter and asserting the 
impossibility of  the existence of  C 100% nanoscale 
graphene domains were heard. The only way to solve 
the problem of  the 100% nature of  the carbons was 
to conduct a thorough study of  a set of  sp2 aC using 
as many available analytical methods as possible. 
Seven samples listed in Table 1 were selected. All 
of  them were of  the maximum carbonization [7-
12]. The first three are natural sp2 aCs, the next 
two are synthetic technical graphenes – rGOs [13] 
obtained in various ways, and the last two are the 
above-mentioned black carbons from the SAM. All 
samples were analyzed by the same set of  methods 
under equal conditions. Three groups of  analytic 
techniques were used: 1) structural one, 2) evaluating 
the overall atomic composition of  the samples, and 
3) determining the atomic composition of  covalent 
C–A bonds (A = C, H, O).

The results obtained allowed us to solve the main 
problem and obtain indisputable evidence that BSUs 
of  sp2 aCs have a unified nature and are NGMs, the 
size of  whose domains and atomic composition of  
the relevant necklaces are determined by the chemical 
history of  the amorphics’ origin. The next result 
showed that all the studied aCs have a multilevel 
structure based on zero-level BSUs with subsequent 
aggregation of  the units into stacks, globules, and 

micro- and/or macroscopic agglomerates of  higher 
levels. The third result is that, due to the structural 
and compositional complexity of  sp2 aCs, analytical 
testing of  samples cannot be single-technique and 
requires the use of  a set of  methods. Last, when 
the multi-technique analytics of  sp2 aCs is mastered, 
quantum–chemical modeling of  the structure, 
composition, and properties of  their BSUs becomes 
possible. Thus obtained model BSUs open the way 
to new analytics of  the sp2 aCs that is a virtual one 
and is based on the Digital Twins concept [14].

The current review presents a consolidated 
view on these multi-technique analytics applied to a 
representative set of  sp2 aCs. Since discussed results 
are too numerous, an atlas-like format was chosen 
to facilitate the presentation. Although the results, 
obtained with the participation of  the author, make 
the main contribution to the figures and tables 
presented below, those obtained in other groups were 
also taken into account when compiling the review. 
Nevertheless, the author apologizes in advance for 
the possible omission of  other important results 
unknown to her and expresses her gratitude for the 
relevant indications.

2. GENERAL CHARACTERISTICS OF THE 
CARBON AMORPHICITY
As mentioned earlier, sp2 aCs present only a part of  
aCs that form a large allotropic class of  solids, both 
natural and synthetic. Many books and reviews are 
devoted to the issue, among which [15–31], but a few, 
allow the reader to create his/her own idea of  the 
complexity and high science intensity of  the touched 
issue. Natural amorphics are products of  nature’s 
laboratory for geological billion-million-year time. 
Geologists’ examinations suggest a few classification 
schemes of  carbon species [32–35]. One of  which, 
presenting a continuous evolution of  aC as increasing 
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Table 1
sp2 Amorphous carbons selected for a joint study

No Samples Abbreviation Origin References
1 Shungite carbon ShC Shun’ga deposit of Karelia, Russia [7]
2 Anthraxolite AnthX Pavlovsk deposit of Novaya Zemlya, Russia [8]
3 Anthracite AnthC Donetsk deposit, Russia [9]
4 rGO Ak–rGO Institute of the Inorganic Chemistry, RAS, Moscow, Russia [10]
5 rGO TE–rGO Institute of the Chemical Physics, RAS, Moscow, Russia [11]
6 Black carbon CB632 Sigma-Aldririch-Merk company, USA [12]
7 Black carbon CB624 Sigma-Aldririch-Merk company, USA [12]

A NEOTERIC VIEW OF SP2 AMORPHOUS CARBON
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carbonization rank of  pristine carbonaceous masses 
into ordered crystalline graphite thus exhibiting the 
main stream of  carbon life in nature [36], is shown in 
Fig 1a. As seen in the figure, a general motion is split 
into two gloves, the left of  which starts with plants 
and sediments, proceeds through sapropels to brown 
coals, and later to convenient coals and anthracite, 
finishing with graphite. As for the right glove, it 
covers carbonization of  pristine gas and distillate oil 
and proceeds through petroleum and naphthoids, 
to asphalts, and then to kerites, anthraxolites, and 
shungites. As in the previous case, graphite is the 
endpoint. This scheme is related to sp2 aC that 
actually dominates in nature [36]. Natural sp3 aC is 
not as largely distributed, due to which diamond-like 
amorphous solids have only recently become top 
issues of  the carbon mineralogy [37,38].

The family of  synthetic aCs is quite large, covering 
species different not only by the carbonization rank, 
but also by a mixture of  sp2 and sp3 components. 
Analogously to natural species, synthetic amorphics 
were classified as well [36,39,40] and the relevant 
classification scheme is presented in Fig. 1b. 
Previously ternary, it was completed to a rhombic 
one to take into account oxygen as another important 
ingredient [36]. Comparing schemes presented for 
natural and synthetic aCs, it becomes evident that 
if  natural aCs belong to sp2 carbon family and are 
carbonization-rank characterized, synthetic aCs are 
mainly sp3-configured solid carbons. The sp2 group 

of  the synthetic species, characterized by the highest 
carbonization, takes only a small oval-mapped place. 
Because of  the small amount of  sp3 solid aC in 
nature, special technologies to produce ta–C, ta–CH 
(t means tetragonal), and sputtered sp2 & sp3 mixed 
a–C:H products were developed. It is necessary to 
complement this part of  carbon solids by graphite 
oxide (GO), which corresponds to sp3 configured 
carbon with up to ~ 40% of  oxygen in the case 
of  complete oxygenation. As for sp2 synthetic aCs, 
for a long time they were presented by multi-
tonnage industrial production of  glassy carbon, 
covering graphitic, black, activated, and other highly 
carbonized products [41]. However, the graphene 
era called to life a new high-tech material—technical 
graphenes, or rGOs [13], which are the final product 
of  either oxidation-reduction [10,42] or oxidation-
thermally-shocked exfoliation [11,43] of  nanosize 
graphite. Two new members of  this community 
are on the way—laser-induced graphene (LIG) 
manufactured by multiple lasing on cloth, paper, and 
food [44] and extreme quality flash graphene (FG) 
[45], closest in ordering to graphite.

Despite aCs having been the object of  study and 
practical use for hundreds of  years, only recently have 
they been considered from the general concept of  
the solid-state physics [36] basing on fundamentals 
of  the amorphicity of  solids accumulated in 
monographs [3]. The first conceptual issue concerns 
a considerable degree of  amorphous solid ordering 
that is subdivided into short-range (local) and 
medium-range ones, the boundary between which 
passes around a few nm. The second issue is 
related to the direct interconnection of  the solids’ 
properties and their local ordering due to which 
establishing a short-range structure has always been 
the main goal of  study. The peak development of  
this topic of  solid-state physics was reached in the 
third quarter of  the previous century. Historically, 
the most attention has been given to monoatomic 
Si and Ge, which, it would seem, is quite conducive 
to our study, since carbon, silicon, and germanium 
form a common tetrel’s family of  the Mendeleev’s 
table so that a similar behavior could be expected of  
all the members. As was found, tetrahedrally bonded 
sp3 configured atoms form the short-range order of  
Si and Ge amorphous solids. However, in the case 
of  carbon, as seen in Fig. 1b, similar amorphous 
compositions of  carbon are concentrated only near 
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Fig. 1. General classification of  amorphous carbon. (a) 
Carbon life path in nature according to the Uspenskiy’s 
classification. (b) Rhombic diagram of  synthetic amorphous 

carbon-hydrogen-oxygen system.
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sp3 corner and are related to the ta–C phase. This 
internal protest of  carbon atoms against the sp3 
hybridization of  their electrons in the solid state is 
confirmed by extremely severe conditions for the 
formation of  diamonds (40 GP and 960–2000°C) 
[46]. In contrast to Si and Ge, the main part of  the 
pure C-solids is sp2-configured. A comprehensive 
discussion of  this peculiarity related to the tetrel’s 
family members is outside the topic of  the current 
review and can be found in monograph [28]. Thus, 
monoatomic solid carbon has the unique ability to 
form amorphous (as well as crystalline) states of  
two types, characterized by fundamentally different 
short-range orders presented by either tetrahedral 
sp3 groups of  bonded atoms or an sp2 honeycomb 
network of  benzenoid units, graphene domains, thus 
strongly differentiating sp3 and sp2 aCs. Throughout 
this review, we will mainly talk about sp2 aCs.

Recent comparative studies [47–50], taken 
together with a large pool of  individual data, 
have shown that the general architecture of  both 
natural and synthetic sp2 aCs is common and can 
be characterized as a multilevel fractal structure 
[36,51,52], albeit differing in detail at each level. 
The structure of  the first level is similar in all the 
cases and is presented by necklaced graphene BSUs 
introduced earlier. The necklacing plays a decisive 
role, ensuring the formation and stability of  short-
range order, on the one hand, and preventing 
graphitization, on the other [1,2], thus allowing the 
attribution of  the sp2 aCs origination to the reaction 
amorphization [3]. The second-level structure is 
provided with nanometer-thick BSU stacks, which 
were confidently recorded by X-ray and neutron 
diffraction structural studies of  sp2 aCs of  all types 
[48]. Once standard, BSU stack pattern forces 
us to expand the amorphics’ short-range order, 
completing individual BSUs with their stacks and 
thus distinguishing sp2 aCs from routine molecular 
amorphics [4,53,54]. The third-level structure of  
the amorphics reliably follows from the porous 
structure evidently observed experimentally [52,55]. 
It is constructed from the BSU stacks but the final 
compositions depend on the stacks’ lateral dimension. 
When the latter is at the first nanometers level, the 
composition presents globules of  ~10 nm in size, 
which well correlates with pores, the size of  which is 
first nanometers as well [52,56]. Further aggregation 
of  globules leads to the formation of  micro-nanosize 

agglomerates with pores of  tens nm and more [52]. 
Such a structure is typical to natural sp2 aCs such 
as shungite carbon, anthraxolite, anthracite, as well 
as black carbon coating of  diamonds [57], mixed 
carbon-silica spherical ‘sweets’ [58], black carbon in 
meteorites [59,60] and metamorphosed polymictic 
sandstones [61], biogenic carbon, originated from 
anaerobic oxidation of  methane [62], and none 
of  the exclusions have been known so far. Fig. 2 
presents the evolution of  the structure of  this kind 
of  sp2 aC from a single BSU to macroscopic rocks. A 
schematic structure of  a globule, shown in the figure, 
is designed on the data related to shungite carbon. 
Molecule C66O4H6 constitutes one of  the possible 
models of  the BSUs based on the graphene domain 
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Fig. 2. Multi-level structure of sp2 amorphous 
carbons, BSU size of which constitutes first 
nanometers. (a) Single necklaced-graphene BSU 
(C66O4H6 for shungite carbon [36]). (b) Four-
layer BSU stack. La and Lc are linear size of BSU 
and BSU stack thickness of 1.2 nm and 1.4 nm, 
respectively; d is interlayer distance of 0.35 nm. 
(c) Planar view on a model globule composed of 
different stacks, the latter consisting of BSU layers 
from 4 to 7, differently oriented to each other, 
with total linear dimensions of ~ 6 nm [1]. Gray, 
red and blue balls depict carbon, hydrogen, and 
oxygen atoms, respectively. (d) 3D AFM image of 
globular structure of shungite carbon powder [36]. 

(e). Karelian shungite carbon deposit [63]
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C66 [49]. The model is commensurate by size with 
real BSU and its heteroatom necklace is composed 
basing on chemical data of  the species established 
in [48]. Combined into four-, five-, and six-layer 
stacks in accordance with empirical structural data 
[47–50], the molecules create a visible picture of  the 
nanoscale globules, further agglomeration of  which 
provides the final nanostructured view of  the species 
presented by the 3D AFM image in the figure. In 
contrast to natural bodies, synthetic amorphics are 
characterized by a large dispersion of  BSU size from 
units to tens and/over first hundreds of  nanometers. 
At the low-limit end of  the dispersion, their structure 
is similar to that of  natural species described above. 
At the high-limit end, the BSU size does not prevent 
from BSU packing in nanosize-thick stacks while 
the latter laterally extended are further packed in a 
paper-like structure. The above concept concerning 
sp2 aCs structure is based on planar BSUs. The latter 
are indeed characteristic of  real structures, evidence 
of  which are numerous. However, from time-to-
time images of  natural solids exhibit bent fragments. 
The issue will be discussed in Section 3.2.

As mentioned earlier, sp2 aCs do not match 
any of  the known types of  disorder that are 
characteristic for monoatomic covalent solids [3]. 
Considering this, the sp2 carbon amorphization can 
be attributed to enforced fragmentation of  graphite 
[36]. Obviously, fragmented product can be obtained 
from both the top and bottom. In the first case, 
it means the disintegration of  pristine graphite, 
while in the second case, it concerns stopping the 
graphitization of  pristine graphene lamellas. There 
might be various reasons for fragmentation, including 
mechanical impact, chemical reaction, temperature 
shock, exposure to hard radiation, etc. However, 
each fragmentation act is completed with a chemical 
reaction providing stabilization of  necklaces around 
fragmented graphene domains. Thus formed BSUs, 
mainly, and their stacks, additionally, ensure the short-
range order of  the sp2 aCs. They are characterized by 
large variety with respect to not only different classes 
of  aCs, but to the same class as well. The variety 
concerns the BSU size, shape, variation of  necklace 
chemical content, and, most importantly, the local 
distribution of  heteroatoms in the BSU necklaces 
at fixed atomic percentage on average. Thus, to 
complete empirical analytics of  sp2 aCs with a virtual 
one, a large family of  NGMs should be associated 

with each real sample [64]. A single member of  
the family, shown on the top of  Figure 2, is only 
‘one snapshot’ of  communities related to one of  
the possible permutations of  hydrogen and oxygen 
atoms in the framing area.

Completing the introduction, a few words should 
be added about the radical nature of  the sp2 aCs 
BSUs. The latter is provided with chemical activity 
of  valence uncompensated sp2 carbon atoms, among 
which non-terminated edge atoms of  graphene 
domains (these atoms of  the NGM C66O4H6 are 
clearly seen on the top of  Figure 2) are the most 
active. In spite of  this, the BSUs remain stable 
radicals due to the spin-delocalized character of  the 
molecule radicalization provided by the conjugation 
of  unpaired sp2 electrons over the total number of  
carbon atoms, nearly degenerated spin-triplet energy 
gap EST, incorporation of  heteroatoms (O, N, S) 
inside benzenoid units or outside the latter [65]. The 
sleeping activity of  the bodies can be stimulated by 
the additional fragmentation [66], as is in the case of  
the sp2 aCs catalytic application [67].

3. STRUCTURE OF SP2 AMORPHOUS 
CARBONS
3.1. short foreword

Once started as classical continuous bulks, today’s 
sp2 aCs unhesitatingly take their place among 
nanotechnological materials. Their scientific 
perception was developing alongside the growing 
material science, receiving at each turn of  the 
progression a stimulating pulse of  a deeper 
penetration into the understanding of  their nature. 
This development, support, and stimulation would 
not have been possible without simultaneous 
progress of  instrumental analytical technology. 
Such a coordinated movement clearly manifested 
itself  to be applied to the structural studies of  sp2 
aCs. A perfect historical review on the structure 
of  carbon materials explored by local transmission 
electron microscopy and global powder diffraction 
probes [68] presents this growth in the best way. 
A set of  modern techniques, suitable for studies 
of  the structure of  nanomaterials, includes atomic 
force microscopy (AFM), scanning electron (SEM), 
scanning transmission electron microscopy (STEM), 
high-resolved transmission electron microscopy 
(HRTEM), X-ray powder diffraction (XRPD), and 
thermal neutron powder diffraction (NPD). All these 
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methods have their advantages and disadvantages, 
and none of  them is sufficient to completely disclose 
the sp2 aCs structure. The best success is achieved 
with the joint use of  electron microscopy (EM) and 
powder diffraction (PD) [68]. It is this combination 
which will be the focus of  this review as well.

Structural studies of  sp2 aCs are obviously 
complicated by the multilevel structure of  a real 
object. Starting from the bottom, the amorphic 
structure gradually becomes more complex from 
individual BSUs to BSU stacks, then to globules 
of  aggregated stacks, and finally to micro- and/or 
macro-scopic agglomerates. None of  the analytical 
methods described above "sees" the structure of  the 
matter in its entirety. Thus, individual BSUs, which 
are molecular entities, are not atomically seen by any 
of  the methods. Only HRTEM makes it possible to 
detect the presence of  individual BSUs of  first nm 
in size as bar-like images of  vertical projections of  
the areas occupied by carbon atoms. Simultaneously, 
HRTEM reveals the presence of  BSUs’ stack 
structure thus making possible to estimate the 
degree of  turbostraticity in the latter [69,70]. If  
the corresponding microscope is equipped with a 
console that provides fixation of  the electron beam 
diffraction on the sample, then it may determine 
the interlayer distance d inside the stacks of  BSUs 
[13]. In the number of  cases related to medium-
resolution either TEMs or STEMs, it is possible 
to reveal well-structured globules of  10–20 nm in 
size. Images obtained with submicron-resolution 
EM instruments, as well as with AFM, represent 
the samples under study in the form of  microscopic 
agglomerates. It should be taken into account that all 
EM methods deal with a strictly limited part of  the 
object under consideration. All the obtained results 
are local and may change, sometimes significantly, 
when passing to another place of  the studied sample.

XRPD and NPD are powerful techniques related 
to samples as a whole. However, they concern the 
stack structure only, but allow determining not only 
interlayer distance d inside the stacks, but linear 
dimension La of  BSUs, that constitute the stacks, as 
well as thickness of  the latter Lc (see the description 
of  the values in Fig. 2). Because of  significant 
variability of  the sample amorphous structure, the 
obtained data are statistically averaged and may differ 
from local ones, obtained microscopically.

Summarizing this short foreword in terms of  
amorphous state physics, we may state that the 
modern structural techniques can distinguish short- 
and middle-range order of  solid sp2 aCs, but in 
different way. Thus, HRTEM sees the former quite 
definitely, both as individual BSUs and as stacks of  
them, but quite locally with respect to the sample 
body. STEMs of  high resolution may visualize the 
second one as globules of  stacks, also locally. Both 
PD techniques visualize the short-range order 
in statistically averaged values of  the interlayer 
distanced d in stacks, the stack thickness Lc, and 
linear dimension of  BSUs La, composing the stacks 
[69]. In what follows, a representative set of  sp2 aCs 
will be presented in light of  EM an PD techniques 
applied together. This investigation concerns a set 
of  samples listed in Table 1.
3.2. electron microscopy

Fig. 3 presents a collection of  EM results that 
demonstrate the analytics ability. A comparative 
view of  the images presented in Fig. 3a–c allows 
seeing that microscopic particles of  the solids 
have a common inner structure based on nanosize 
elements. At the same time, the structures themselves 
are quite different, apparently evidencing different 
characteristics of  aggregation that precede the 
solidification. Evidently, the latter occurs differently 
in nature (cf. Fig. 3a,b) while being similar in nature 

Fig. 3. Multilevel structure of  sp2 amorphous carbons in light 
of  electron microscopy. (a–c) STEM (top) and HRTEM 
(bottom) images of  ShC (a), AnthX (b), and CB of  Sigma-
Aldrich-Merk (c). (d) and (e) SEM images of  paper-like 
technical graphenes Ak-rGO (d) and TE-rGO (e). Adapted 
from Ref. [49]. (f) SEM image of  globules’ aggregates [7]. 
(g–j) HRTEM images of  the atomic structure of  ShC: stacks 
of  flat (g-h) and bent (i) BSU layers. General view of  a ShC 
particle (j), for which Fourier diffraction pattern of  the indicated 

area (see inset) was obtained. Adapted from Ref. [13]
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and industry (cf. Fig. 3a,c), and again differently 
when going from industrial production of  carbon 
black to chemically synthesized Ak-rGO and TE-
rGO (cf. Fig. 3c–e). In the latter case, both GO and 
rGO often present paper-like solids [42]. At the same 
time, HRTEM studies of  these solids reveal a picture 
similar to those shown in Fig. 3a–c.

When EM, used earlier to study shungite carbon 
[71,72] in particular, did not allow for establishing 
the multilevel structure of  sp2 aC unambiguously, 
today the possibility of  using it with different 
magnifications makes it possible to reliably verify this. 
This can be traced when looking at Fig. 3a,f. As the 
resolution increases, the structure of  microparticles 
(conditional fourth level of  the ShC structure) in 
Fig. 3a is replaced by aggregation of  globules with 
an average size of  tens nm (third-level structure) 
in Fig. 3f and then by a set of  elements of  the first 
nanometers in size (second- and first-level structure) 
in Fig. 3a. Similar globular images were observed for 
anthraxolites as well [73,74].

Fig. 3g–j present a detailed view of  the first two-
level structure of  shungite carbon [13]. Bars from 
several fractions of  a nanometer to several nanometers 
long are clearly visible in these images. They are the 
projections of  carbon atom planes oriented almost 
parallel to the electron beam. It is clearly visible that 
these structural fragments are grouped into stacks. 
The distance between fragment planes in the stacks 
was estimated using a tight connection between the 
HRTEM image and diffraction of  the electron beam 
providing Fourier diffraction patterns of  the former 
[75]. Thus, the selected region in the HRTEM image 
in Fig. 3j has a Fourier diffraction spot pattern, which 
corresponds to the interlayer spacing (d = 0.34 nm) 
of  a disordered graphite-like material [13].

The atomic planes grouped into stacks of  4–7 
layers are clearly visible in Fig. 3g–i. As is seen, 
flat fragments are indeed characteristic of  the real 
structure and are numerous. However, the images 
also contain bent fragments. Since interlayer spacing 
d for bent fragments is usually 0.34–0.38 nm, any 
chemical modification of  BSUs within their basal 
planes, which might cause the bending, should be 
excluded. Accordingly, it was suggested to explain 
the bending of  primary flat BSUs by the existence of  
various mineral inclusions outside the units. In fact, 
such impurities accompany ShC formation (from 
silica micro- and nanoparticles to metal nanoparticles 

[7]). Proving the suggestion has revealed a unique 
opportunity of  HREELS to study the atomic 
structure and the elemental composition of  the 
substance under study. The latter can be disclosed 
when EM is combined with point-like energy 
dispersive spectral (EDS) analysis. Fig. 4 presents an 
example of  the ShC elemental composition mapping 
with respect to C, O, Si, and Fe constituents. It is 
seen that only carbon is uniformly distributed 
throughout the sample, whereas other elements are 
heterogeneously dispersed. The iron map attracts a 
particular attention revealing cluster segregation of  
fractions of  a nanometer in size. Similar clusters, 
containing other metals, are observed as well. Primary 
BSUs may willingly cover metal nanoparticles and 
bend, similarly to graphene sheet placed on a heap 
of  gold nanoparticles [76].
3.3. x-ray and neutron powder diffraction

X-Ray diffraction and elastic neutron scattering 
are widely applied to determine short-range order 
parameters of  amorphous materials [77–79]. Fig. 5 
presents a typical set of  data that provide such 
structural data relating to sp2 aCs that concern 
BSU stacks and BSUs themselves. As is known, 
diffractogram reflexes Gr (00l) are mainly sensitive 
to the interlayer distance in graphite-like bodies 
while Gr (hk0) ones involve information related to 
graphite-like structure in the layer plane [68]. As 
seen in Figure 5a,b, all the plottings are similar and 
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Fig. 4. HRTEM element mapping of  sp2 amorphous 
carbons. Shungite carbon in the light of  C, O, Si, and Fe 

elements. The circles in the iron map indicate nanoclusters.
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quite scarce, once expectedly concentrated around 
reflexes Gr (002). The abandon richness of  NPD 
spectrograms is usually provided with numerous 
additional reflexes caused by neutron scattering 
in crystalline aluminum of  a cryostat (see detailed 
comments in Ref. [80]). Gr (002) reflexes are located in 
the region of  3.3–3.5 Å, which determines interlayer 
distance d along c axis between the neighboring layers 
in graphite thus pointing to undoubted graphite-like 
stacking of  the relevant BSUs. No less important are 
reflexes Gr (110), located in the region of  1.1–1.3 

Å, which characterize the size of  BSU stacks in 
lateral directions [69,70]. As seen in the figure, for all 
the studied sp2 aCs Gr (002) and Gr (110), reflexes 
are shifted (up and down, respectively), as well as 
considerably broadened, pointing convincingly to a 
considerable size restriction for the relevant BSUs in 
both directions.

The broadening of  diffraction reflexes is usually 
attributed to the narrowing of  the coherent scattering 
region (CSR) of  a scatterer in the relevant direction 
[82–84]. According to Scherrer’s formula, the full 
width at half  maximum (FWHM) of  diffraction peak 
B and the CSR length LCSR are inversely connected:
LCSR = kλ/BcosΘ.          (1)
where λ and Θ are the neutron and/or X-ray 
wavelength and scattering angle while k is a factor 
depending on the reflex under study [82]. The 
factor determination is a permanent problem of  a 
quantitative diffraction study of  nanosize objects. 
However, when the study is performed for a set 
of  samples under the same conditions, LCSR can be 
addressed to the reference one as [80]:

( / )( / ) ,ref
CSR ref ref CSRL B B Lλ λ=  (2)

where, ref
CSRL , evidently attributed to crystalline 

graphite, constitutes ~20 nm along both c and a 
directions [85].

A comparative view of  Gr (002) and Gr (110) 
reflexes of  sp2 aCs is presented in Fig. 5c–e. As seen 
in Fig. 5c,d, NPD and XRPD reflexes Gr (002) are 
similar. Gr (110) reflexes are less intense and quite 
noisy due to which the usual abandon richness of  
NPD seriously prevents accurate working in the place 
while XRPD reflections remain accessible. Table 2 

Fig. 5. Powder diffraction in the service of  short-range 
structure determination of  sp2 amorphous carbons. (a) 
Panoramic views of  XRPD plottings of  sp2 aCs and graphite. 
(b) The same related to NPD. (c) Normalized intensities of  
the NPD Gr (002) reflexes. (d) The same concerning XRPD. 
(e) Normalized intensities of  the XPRD Gr (110) reflexes. 
(1)–(5) mark Gr, CB624, CB632, ShC, and AntX. See 
the sample nomination in Table 1 and plottings details in Ref. 
48. Graphite of  Botogol’sk deposit [81] was used as standard.

Table 2
Parameters of the short-range structure of sp2 amorphous carbons1.

Samples d (Å) Lc, nm Number of BSU 
layers

La nm Ref

ShC 3.47(n); 3.48(X) 2.5(n); 2.0(X) 7(n); 5–6(X) 2.1(X) [48]
AnthX 3.47(n); 3.47(X) 2.5(n); 1.9(X) 7(n); 5–6(X) 1.6(X) [48]
AnthC 

(Donetsk)
3.50(X) 2.2(X)  5–6(X) 2.1(X) [49]

Ak-rGO 3.50(n) 2.4 7(n) >20 [5]
TE-rGO 3.36(n) 2.9 8(n) >20 [12]
CB632 3.57(n); 3.58(X) 2.2(n); 1.6(X) 6(n); 4–5(X) 1.4(X) [48]
CB624 3.40(n); 3.45(X) 7.8(n); 4.1(X) 23(n); 12(X) 2.5(X) [48]

μncr Gr 3.35 >20 ~100 >20 [48]
1Notations (n) and (X) indicate NPD and XRPD data, respectively; 2The definition “> 20 nm” marks the low limit of the 
dimension pointing that it is bigger than the CSR of crystalline graphite equal to ~20 nm along both a and c directions. Actual 
dimensions are of micrometer range.
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accumulates Lc and La data, determined by applying 
Equation (2) to the obtained data. As seen in the 
Table, maximum positions, d, of  Gr (002) reflexes, 
provided by NPD and XRPD measurements of  the 
studied aCs convincingly evidence that all the samples 
consist of  stacks formed by graphene-like BSUs. The 
average interlayer distance in the stacks constitutes 
d = 3.47±0.10 Å, thus remarkably exceeding d in 
graphite crystals. This was to be expected, since the 
components of  the BSU stacks are not flat one-
atom-thick bare graphene domains, but NGMs. The 
van der Waals thickness of  the necklace heteroatoms 
and their possible deviation from the domain plane 
is the main reason for the increase in this standard 
graphite parameter.

4. GENERAL ATOMIC CONTENT OF SP2 
AMORPHOUS CARBONS
4.1. short foreword

Since BSUs are responsible for the short-range order 
of  sp2 aCs, it is these bodies that govern the chemical 
content of  the whole solid. Evidently, the presence 
of  BSUs’ necklaces determines the unavoidable 
heterogeneity of  the latter. The necklace contribution 
into the total atomic content is structure-sensitive. It 
gradually decreases from a few at % to a negligible 
amount when the BSU size grows from the first 
nanometers to micrometers. As seen in Table 2, 
BSUs of  the selected set of  sp2 aCs are nanosize 
to be proper for heterogeneous chemical analysis. 
Modern analytic techniques are usually specified for 
the determination of  particular sets of  elements. 
Carbon, hydrogen, and oxygen are the main triad of  
organic chemistry, so that their dominant presence 
in the aCs is fully expected. Analyzing the available 
assortment of  analytic techniques, one can make sure 
that practically all of  them are able to fix carbon. 
As for hydrogen and oxygen, the techniques are 
distinctly divided into {C,H}, {C,O}, and {C,H,O} 
groups. Following this division, we subordinate 
further description to this grouping.
4.2. {ch} analytics

Analytic techniques are qualitative, quantitative, or 
mixed. The first are those based on chemical or 
physical properties that reveal a strong dependence 
on the chemical entity under study. In the case of  
sp2 aCs, combustion and incoherent inelastic neutron 
scattering (IINS) of  hydrocarbons are widely 
used for detecting hydrogen. The former lays the 

foundation of  differential thermal analysis (DTA) 
and differential scanning calorimetry (DSC) [86], 
the latter, less popular, presents inelastic incoherent 
neutron scattering (IINS) vibrational spectra [87].

The DTA/DSC analysis mainly concerns the 
brutto content of  sample carbon, so called fixed carbon 
following the equation
% Fixed Carbon =
= 100 − (%Adsorbed Water + %Ash +
+ %Volatile Matter)          (3)

The fixed carbon is definitely not carbon-
pure and must at least include hydrogen and 
oxygen components, which are highly combustible 
constituents in addition to carbon. As occurred, 
DSC thermograms of  a set of  sp2 aCs, obtained at 
the same conditions, are quite different [48] while 
the carbonization of  all the samples is over 90%. 
Fig. 6a presents the data collection, which evidently 
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Fig 6. Hydrogen detection in sp2 amorphous carbons. (a) DSC 
thermograms of  as prepared solids: spectral Gr (1), ShC (2), 
AntX (3), CB632 (4), and CB624 (5) [48]. DSC curve of  
the lab rGO is reconstructed from experimental data presented 
in Ref. [88]. (b) Time-of-flight IINS spectra of  water gradually 
added to CB632. 1, 2, 3 mark scattering from Al-cryostat, 
dry and as prepared samples, respectively. (4–6) Spectra of  
water loaded in 100g of  as prepared CB632 sample in ml: 
0.5 (4), 1.0 (5) and 2.0 (6). (7) 2.5 ml of  water loaded in 
as prepared CB624 sample. (c)–(e) Normalized TOF IINS 
spectra of  sp2 amorphous carbons after subtracting the Al-
cryostat background: AntX (c), ShC (d), CB632 (e). Digits 
mark spectra of  as prepared (1) and dry (2) samples as well as 
adsorbed water (3), the latter obtained as the difference between 

spectra (1) and (2) (see details in [47]).
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reveals changes in the temperature of  the process 
onset Tost, from 370°C to 720°C. Thus, as seen in the 
figure, Tost of  graphite is the largest. In contrast, on 
the opposite side of  the observed series of  the DSC 
thermograms, there is one related to a lab-produced 
rGO [88], Tost for which constitutes 370°C. As is 
known, rGOs, both natural and synthetic, usually 
contain a few wt% of  hydrogen. Accordingly, 
the presented DSC series may evidence a gradual 
depletion of  hydrogen content in the sp2 aCs series 
from ShC to CB624 and graphite. In this case, the 
Tost below 720°C obviously indicates the hydrogen 
presence in the solid, therewith, the lower the Tost. 
DTA/DSC are fully qualitative techniques. However, 
a comparative study of  a set of  samples under equal 
conditions allows for disclosing a solids’ comparable 
series following the decrease in hydrogen content, 
such as the following:

rGO > ShC > AntX > CB632 > CB624 > Gr.
In its turn, protium is a peculiar hydrogen isotope 

of  the largest cross-section for the IINS among 
all the elements, making the relevant techniques 
highly protium sensitive. The abundance of  a real 
hydrogen isotope family with protium readdresses 
the statement to chemical hydrogen [87]. Thus, 
water is willingly adsorbed with both natural and 
synthetic sp2 aCs, which is evidently caused by their 
porous structure and hydrophilic nature of  the BSUs 
necklaces that cover inner walls of  pores. Expectedly, 
Fig. 6b presents a strong reaction of  IINS spectra on 
the gradual hydration of  CB632. As shown in Fig. 6c–
e, each as-prepared sp2 aCs involves a large quantity 
of  adsorbed water and must be freed from it before 
analysis for the hydrogen content. In their turn, dry 
samples of  the latter still remarkably scatter neutrons, 

thus exhibiting the hydrogen presence in the solids 
related to the necklaces of  their BSUs. So far, none 
of  IINS’ quantitative analyzes for hydrogen in sp2 
aCs has been developed, leaving it mainly qualitative. 
However, when a study of  a solids’ set under equal 
conditions is possible, a comparative analysis of  the 
obtained IINS spectra, as is in the case presented 
for dry samples in Figure 6c–e, allows a confident 
conclusion that the hydrogen content in the AntX 
and ShC BSUs is comparable, while that one for 
the CB632 is much lower. The relevant comparative 
series of  samples looks like the following:

ShC ≈ AntX > CB632 > Gr.
This tendency is quite similar to the one followed 

from the DSC data in Figure 6a, while not identical. 
Apparently, it may be caused by the fact that DSC 
results were obtained for as-prepared samples that 
could not be fully freed from the adsorbed water.

In contrast to the above techniques, a combustion-
based elemental analysis (EA) can provide a 
qualitative hydrogen analysis of  sp2 aCs. Standard 
CHNS EA involves determination of  carbon and 
hydrogen contents supplemented with the detection 
of  nitrogen and sulfur. It does not determine oxygen 
content directly and the relevant data are just residual 
content of  100 wt% samples mass after excluding 
all other contributions. The hydrogen data related to 
the solids listed in Table 1 are presented in Table 3. 
The comparative sample series looks as follows:

AntC > AntX > TE-rGO ≈
 ≈ Ak-rGO > ShC > CB632 > CB624.

There is much common and different in the 
triad of  comparative series evidencing that obtaining 
exact values of  hydrogen content even in the same 
samples of  sp2 aCs is hardly possible. None of  the 

Table 3
Chemical content of BSUs of sp2 amorphous carbons

Samples Elemental analysis, wt% XPS analysis, wt%
C H N O S Ref. C O Minor

Impurities
Ref.

ShC 94.44 0.63 0.88 4.28 1.11 [48] 88.5 8.6 2.9 [48]
AnthX 94.01 1.11 0.86 2.66 1.36 [49] 89.5 7.7 2.8 [48]
AnthC 90.53 1.43 0.74 6.44 0.89 [49] 89.6 8.1 2.3 [49]
TE-rGO 84.51 1.0 0.01 13.5 1.0 [49] 82.3 14.8 2.9 [49]
Ак-rGO 89.67 0.96 0.01 8.98 0.39 [49] 89.5 7.6 2.9 [49]
CB624 89.67 0.18 0 0.15 - [48] 93.1 5.9 1.0 [48]
CB632 97.94 0.32 0.04 1.66 0.68 [48] 90.7 7.8 1.5 [48]
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techniques are free from particular limitations related 
to both the performance and interpretation of  the 
results obtained. However, all of  them are highly 
important and useful.
4.3. {co} analytics

Since CHNS EA does not provide the 
determination of  the oxygen content, EDS and 
X-Rays photoelectron spectroscopy (XPS) take on 
the main role. Both techniques are qualitative and 
quantitative, thus detecting the oxygen presence 
in samples and determining its atomic percentage. 
Fig. 7 presents a general view on these techniques’ 
abilities. Qualitative EDS, known as EDS mapping, 
allows for registering of  the distribution of  a 
selected element over the sample by monitoring its 
monochromatic X-ray emission [89]. Typical EDS 
maps for ShC are presented in Fig. 7c–e. As seen 
in Fig. 7e, oxygen is largely presented in the solid. 
The quantitative EDS analysis (Fig. 7a) concerns 
a comparison of  the intensity of  element-wave-
dependent X-ray emission with that of  a standard 
reference element registered at identical conditions. 
A characteristic feature of  EDS is the localized 

character of  its data. The measurements are usually 
performed at inclusion-free sites controlled by 
EDS maps, similar to the O-map in Fig. 7e. The 
data should be averaged over those determined at 
several different places for each sample. As shown 
in Fig. 7f, the data related to different places of  the 
sample scatter quite remarkably. Fig. 7a presents a 
collection of  EDS spectra of  a set of  dry sp2 aCs 
samples while partitioned chemical components 
are presented by spherical diagrams. As seen in the 
figure, the emission spectra are presented by main 
signals related to carbon, the amount of  which 
covers the region of  95.05÷97.44 wt%, and oxygen 
of  1.7÷3.3 wt%. In addition, a variable set of  minor 
impurities is usually obtained. EDS analysis confirms 
that sp2 aCs are not carbon-pure but involve a few 
percentages of  oxygen and ~1.5 wt% of  minor 
impurities.

In contrast to EDS, XPS data are statistically 
space-averaged. A general panorama of  the survey 
XPS spectra of  a set of  sp2 aCs is presented in 
Fig. 7b. It is usually assumed that a high degree of  
vacuum provides the release of  the studied samples 
from the adsorbed water. Quantification of  atomic 
content is provided using sensitivity factors from the 
elemental library of  CasaXPS [90]. The XPS spectra 
of  the studied samples look quite similar, evidencing 
the C1s and O1s spectra of  the main chemical 
components and allowing for the evaluation of  
atomic percentage of  the observed elements by 
standard technique. The obtained data are given in 
Table 3. As seen in the table, all the studied sp2 aCs 
contain a considerable amount of  oxygen.

Concluding the chemical testing, is necessary to 
pay attention to the following: all the methods allow 
for the direct determination of  carbon content. 
The dispersion of  the latter occurs quite largely 
and constitutes 95.2÷88.5 wt% for ShC, 95.6÷89.5 
wt% for AntX, and 97.94÷90.7 wt% and 99.67÷93.1 
wt% for CB632 and CB624, etc., respectively. 
This feature clearly evidences the multi-elemental 
character of  the species, on the one hand, and the 
different sensitivity of  the used analytical techniques 
to chemical elements that accompany carbon in 
the studied samples, on the other. It is important 
to note as well that all the reference carbons 
unavoidably used in testing are not pure carbons 
as well. Oxygen is the main impurity, which may 
point to a heightened propensity of  pure carbons to 
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Fig. 7. Oxygen detection in sp2 amorphous carbons. (a) EDS 
spectra and content diagrams of  dry sp2 amorphous carbons. 
Spherical diagrams visualize the samples chemical content, 
details of  which are given in Ref. [48]. (b) XPS survey spectra 
of  as prepared amorphous carbons and graphite GSM2 at 
room temperature [48]. (c)–(d) Dark-field HRTEM of  
an edge fragment of  ShC particle (c) and its element EDS 
mapping for C (d) and O (e) elements. (f) Localization of  
EDS point elemental analysis of  ShC, the data of  which are 
listed in table below. The inset marks the region under study. 

Details are given in [13].
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oxygenation. Hydrogen is the next contributor. In 
addition, the hydrogen weight content is comparable 
with that of  other minor impurities involving sulfur, 
nitrogen, chlorine, silicon, and different metals. The 
role of  the latter is particularly important in the 
geochemistry of  carbon [91,92] or the engineering 
technology of  highly carbonized products [93]. 
Once concentrated on disclosing the BSU atomic 
structure, we shall restrict ourselves in what follows 
by the consideration of  carbon–hydrogen–oxygen 
triad that present necklaced graphene oxyhydrides. 
The latter are covalent species characterized by a 
large variety of  covalent bonds between the triad 
elements, attribution of  which to particular atomic 
pairs is provided with the {CHO} analytics of  sp2 
aCs.
4.4. {cho} analytics

There are many methods for the direct or indirect 
determination of  the composition of  covalent 
bonds. As applied to sp2 aCs, the most successful are 
vibrational spectroscopy in the first case and XPS 
in the second. Vibrational spectroscopy includes 
a wide range of  different methods based on the 
inelastic scattering of  elementary particles (photons, 
neutrons, electrons, γ particles, neutrinos, etc.). Each 
of  these methods is characterized by its own way 
of  extracting information about the covalent bonds 
of  a scattering substance from the corresponding 
spectra. Methods for the indirect study of  the bonds 
are based on the reaction of  the binding energy of  
atoms to the presence of  other atoms bound to 
them, the most prominent representative of  which 
is XPS. This method is widely used in the analytics 
of  sp2 aCs, and that is why we will begin the review 
of  {CHO} analytics with it.
4.4.1. xps analysis

In contrast to IINS, which is a ‘hydrogen tool’ and 
which provides a reliable qualitative test of  the 
hydrogen presence in sp2 aCs, XPS in general, and 
its O1s spectra in particular, is considered as the 
main ‘oxygen tool’ of  the solids. The determination 
of  O/C content, exhibited in Figure 7b, is usually 
followed with a detailed analysis of  covalent 
bonds, formed by the element within the bodies’ 
BSU necklaces. Fig. 8 presents a general view on 
a massive set of  XPS results, for a selected set 
of  sp2 aCs listed in Table 1. As mentioned earlier, 
XPS analysis of  chemical bonding is based on 

two fundamental facts: (1) the atom-dependent 
value of  binding energy (BEA) of  electrons on 
internal orbits of  the i–th atom, BEiA; and (2) 
the BEiA  value’s dependence on the i–th atom 
neighboring, which allows disclosing the type 
of  chemical bonding of  the atom to other ones. 
Both features are clearly visible in the case of  sp2 
aCs carbon (C1s) and oxygen (O1s) XPS spectra 
shown in Fig. 8a. The tailing of  C1s spectra and 
broad O1s ones are commonly associated with 
the multi-variable response of  carbon and oxygen 
atoms to their surroundings. For a long time, the 
relevant XPS spectra have been analyzed in terms 
of  the ‘four peaks’ approximation that involves 
groups C–C, C–O, C=O, and COO of  C1s 
spectra and C–O, C=O, C(=O)O, and O=C(O) 
groups of  O1s spectra [94–104]. In the latter 
case, the corresponding components are usually 
associated with the simplest oxygen containing 
groups (OCGs) such as hydroxyls, epoxides, 
carbonyls, and carboxyls. The approach resulted 
from the extended XPS study of  numerous 
different polymers of  known structures, which 
laid the foundation for atomic group assignment 

Fig. 8. sp2 Amorphous carbon chemical bonds configuration 
in view of  XPS. (a) C1s (top) and O1s (bottom) XPS spectra 
of  AnthC (1); AnthX (2); ShC (3); TE-rGO (4), Ak-
rGO (5) and CB632 (6) at room temperature. (b) Expanded 
O1s XPS spectra and fraction-distributions of  Voigt-fitting-
function (VFF) peaks of  O1s spectra over peaks number of  
natural (left) and synthetic (right) sp2 amorphous carbons at 
room temperature. (c)–(e) Distribution of  the VFF peaks 
intensity over group binding energies for natural (c), synthetic 
(d) and industrial (e) sp2 aCs. Details are presented in [49].
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to characteristic XPS peaks [105]. However, this 
approach happened to conflict with IR absorption 
studies, which revealed much more complicated 
OCGs, including benzenoid heterocycles such 
as ketones and quinones, cyclic ethers, lactones 
and acid anhydrides, furan and pyrans, as well 
as hydroxypyrans and so on [106–111]. Evident 
questions were raised in the case of  XPS [112], 
the answers to which were collected in a profound 
review [113]. Thus, a ‘five peaks’ approach was 
suggested to decompose O1s spectra, which was 
realized with respect to spectra shown in Fig. 8a 
[48,49]. The modified asymmetric Voigt functions 
[114] were adopted to separate waveforms 
of  XPS spectra following the group binding 
energies listed in Table 4. A full collection of  the 
decomposed data is presented in Fig. 8b, while 
a comparative view of  them relating to natural, 
synthetic, and industrial sp2 aCs is shown in Fig. 
8c–e, respectively. Thus, the revealed OCGs 
related to the BSUs of  a selected set of  sp2 aCs 
are summarized in Table 5.

4.4.2. iins analysis

A high efficiency of  IINS spectroscopy as an 
H-tool is clearly seen in Fig. 6. Original IINS 
spectra depend on the instrumentational 
peculiarities of  the spectral devices in use. 
Accordingly, the spectra recorded either on the 
NERA spectrometer of  the high flux pulsed 
IBR-2 reactor of  the Frank Laboratory of  
Neutron Physics of  JINR, or on the TFXA 
spectrometer at the ISIS pulsed-neutron source, 
Rutherford Appleton Laboratory, and on IN6 
spectrometer of  the ILL should be and, actually 
are, different. However, evidently, common 
information related to the vibrations of  a 
scatterer involved in the action can be provided 
by converting the original data to the generalized 
density of  vibrational states (GVDOS) by the 
relevant standard programs [87]. A collection 
of  such GVDOS spectra, related to a set 
of  sp2 aCs listed in Table 1 [49], is shown in 
Fig 9. The spectra concern dry samples after 
removing adsorbed water. They are provided 
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Table 4
Group binding energies of O1s XPS spectra attributed to BSUs of sp2 amorphous carbons (composed from the 

published data [113]).
GBEs BE, eV Assignments

1 531.2 C=O, O=C-O-C=O, O=C-O-C (lactones and pairs of lactones)
2 532.2 O=C-O-C (lactones); O=C-C=O (o-quinones); O=C-OH; C=O in aggregated cyclic ethers with lactone
3 533.2 sp2C-OH; C-O-C in cyclic ethers; C-O-C-OH (hydroxypyrans: singles and pairs); O=C-O-C 

(lactones and pairs of lactones); O=C-OH; C-O-C in aggregated cyclic ethers with lactones
4 534.2 C-O-C in aggregated cyclic ethers; C-O-C-OH (hydroxypyran: singles and pairs); C-O-C in 

aggregated cyclic ethers with lactones
5 536.2 O=C-O-C-O-C-O-C-O-C=O in aggregated cyclic ethers with lactones

Table 5
XPS-revealed oxygen-containing groups related to BSUs of sp2 aCs, based on data of Refs, 48 and 49.

Samples Assignments
ShC carbonyls sp2 C=O; acid anhydride O=C-O-C=O; o-quinone O=sp2C-sp2C=O, carboxyls sp2C=OOH.

AntX hydroxyls sp2-OH; C-O-C-OH (hydroxypyran-HP) and pairs of HPs; C=OOC(lactone) and pairs of 
lactones; aggregated cyclic ethers with lactones.

AntC carboxyls sp2C-COOH; cyclic ethers; aggregated cyclic ethers; pyran and hydroxypyran.
Ak-rGO aggregated cyclic ethers and aggregated cyclic ethers with lactones; lactones and pairs of lactones.
TR-rGO aggregated cyclic ethers and aggregated cyclic ethers with lactones; hydroxypyrans and lactones, 

both singles and pairs.
CB632 C-O-C in cyclic ether and aggregated cyclic ether; C-O-C of pairs of cyclic ether and aggregated cyclic 

ether with lactone.
CB624 C-O-C in cyclic ether, aggregated cyclic ether and aggregated cyclic ether with lactone
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with both direct scattering from hydrogen 
atoms, chemically bound with the edge atoms 
of  the BSUs’ graphene domains, as well as with 
enhanced scattering from the carbon atoms of  
the relevant graphene domains due to the ‘riding 
effect’. The latter is caused by the contribution 
of  hydrogen atoms to the eigenvectors of  
vibrations related to carbon atoms through the 
BSU molecules (see detailed discussion of  both 
effects in [5]). The spectra are fine-structured 

enough to be attributed to particular vibrations, 
thus establishing the chemical bonding of  
hydrogen atoms in the solids [87]. As is typical 
for any vibrational spectroscopy of  molecules, 
group frequencies (GFs) lay the foundation of  
the covalent bonds analysis [115]. Presented in 
Table 6, GFs correspond to atomic bonding 
inside (C,X) groups (X = C, H) [49].

The GVDOS spectra in Fig. 9 are definitely divided 
into two parts. Thus, all the spectra in Fig. 9a have 
much in common in the regions of  960 cm–1, 800 cm–1, 
and 600 cm–1 in spite of  being recorded on different 
spectrometers, namely, ShC and AnthX on NERA 
[121]1 and AnthC on TFXA [122]. Characteristic 
spectral features are clearly visible in all the spectra, 
thus indicating a similar involvement of  hydrogen 
atoms in the scattering. Table 6 accumulates group 
frequencies widely used in the analysis of  vibrational 
spectra of  hydrocarbons [116]. According to the 
table, first two features are attributed to the in- and 
out-of-plane bending vibrations of  sp2C-H bonds of  
methyne groups, while the third one represents ip 
bendings of  carbon atoms of  the benzenoid units of  
the BSU graphene domains enhanced by the ‘riding 
effect’. Therefore, the IINS study of  natural sp2 aCs 
reveals that, in addition to the similarity in molecular 
spatial structure of  their BSUs, hydrogen atoms in 
their necklaces predominantly form sets of  methyne 

Fig. 9. Generalized density of  state of  the hydrogen-involved 
vibrations of  sp2 amorphous carbons. (a) GVDOS spectra 
of  dry natural solids, derived from IINS spectra at T = 20 
K. (b) The same but for industrial and synthetic solids. See 

details in Ref. [49].

Table 6
Group frequencies of aromatic molecules required for the hydrogen-content analysis of vibrational spectra of sp2 

amorphous carbons.
Spectral 
Region, cm–1

Group Frequencies1

(C, C)2 (C, H1)2 (C, CH2)3 (C, CH3)4

400–700 404 δ op C-C-C 673 δ op in phase 711 δ CH2 210 r CH3

606 δ ip C-C-C 846 δ op, C6 libration 344 δ CH3

707 C-C-C puckering 967 δ op 900 ν C-CH3

700–1200 993 ring breathing 990  δ op, trigonal 948 ρ CH2 1041 ρ CH3

1010 δ C-C-C 1037 δ ip
trigonal 1146 δ ip, trigonal

1178 δ ip
1200–1600 1309 ν C-C Kekule 1350 δ ip in phase 1409 δ internal CH2 1333 δ CH3

1482 ν C-C 3056 ν C-H 1486 δ internal CH3

1599 ν C-C 3057 ν trigonal C-H
2800–3200 - 3064  ν C-H 3114 ν CH2 2950 ν CH3

3073 ν in phase C-H
1Greek symbols ν, δ, ρ, r, τ mark stretching, bending, rocking, rotational, and torsion modes, respectively; 2GFs notifications of 
fundamental vibrations of benzene molecule [116]; 3GFs notifications of fundamental vibrations of benzyl radical [117,118]. 
Hereinafter, GFs, additional to the benzene pool of vibrations, will be shown only; 4GFs notifications of fundamental vibrations 
of toluene [119,120].
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sp2C–H bonds. An intense peak below 100 cm–1 in 
the AnthC spectrum indicates that besides sp2C–H 
bendings, torsions of  hydroxyls take part in the 
scattering. A further support of  the latter suggestion 
is given in Section 5.3.2.

In contrast to natural amorphics, their synthetic 
and industrial analogues are characterized by 
significantly different GVDOS spectra, as seen in 
Fig. 9b. A comprehensive analysis of  the spectra 
[49] showed that the formation of  methylene 
sp2C–CH2 bonds in the BSU necklaces of  the solid 
was the main motive of  the H/C bonding in TE-
rGO, while the formation of  sp2C–CH3 methyls 
dominates in the Ak-rGO solid. In both cases, 
the chemical bonding of  the BSU necklaces was 
a direct consequence of  chemical reactions that 
accompanied the reduction of  parental graphene 
oxide [49]. As for the spectrum of  industrial 
CB632, it is very weak while that of  CB624 
cannot be distinguished over the background at 
all. This feature points to a practical absence of  
hydrogen in their BSU necklaces and is evidently 
connected with the high-temperature pyrolytic 
conditions of  the solids production, which 
does not maintain the existence of  hydrogen-
containing radicals in the chemical surrounding. 
The hydrogen content in CB632 is at the limit 
of  the technique sensitivity due to which only a 
sharp feature below 100 cm–1 marks the presence 
of  hydrogen atoms in the species BSU necklace. 
Apparently, it may be attributed to the presence 
of  hydroxypyran in the area.

4.4.3. ir absorption analysis

Organic chemistry is unthinkable without the 
widespread use of  IR spectroscopy as the main 
analytical technique. The molecular nature of  BSUs 
of  sp2 aCs undoubtedly puts the latter on par with 
other objects in the field. The special significance 
of  this type of  analysis of  sp2 aCs became apparent 
after it was found that the heteroatoms of  the 
BSU necklaces, chemically bonded to the graphene 
domain, make the main contribution to the solids 
IR absorption spectra [64]. This feature will be 
discussed in more detail in Section 5.3.2. FTIR and 
DRIFT techniques are usually used to record the IR 
absorption spectra of  the solids.

DRIFT spectra of  sp2 aCs listed in Table 1 are 
presented in the top panels of  Fig. 10. They are 

combined in groups related to natural, synthetic, 
and industrial solids. A large variety of  the spectra 
shape convincingly evidence a drastic variation of  
the chemical content of  BSU necklaces of  the solids. 
Evidently, to proceed with the spectra features 
assignment, a list of  GFs related to the (C, O) bonding 
is needed. Such a list, based on the assignment of  
frequencies in the experimental spectra of  graphene 
oxides [106,109,113,123] and extended calculations 
[64,124], is given in Table 7. As seen in the Table, 
practically each spectral region of  the spectra is 
quite ambiguous, which complicates the assignment. 
However, a combined analysis of  IR and XPS 
spectra greatly facilitates the job. The bottom panels 
in Fig. 10 present the distribution of  the intensity of  
the Voigt fitting function (VFF) peaks (see Fig. 8b) 
over group binding energies related to oxygen O1s 
state. The relevant GBEs are listed in Table 4.

A joint DRIFT-XPS analysis of  the studied sp2 
aCs shows that the features of  these spectra can be 
described by taking into account the hydrogen and 
oxygen components of  the BSUs’ necklaces only 
[49]. As for the former, it dominates in natural aCs 
(Fig. 10a), and is still significant, but is much less 
intense in synthetic ones (Fig. 10b) and is practically 
absent in industrial carbon blacks, approaching nil for 
CB624 (Fig. 10c). This tendency is clearly evidenced 
with a considerable decrease in vertical scales in the 
figures. In full agreement with the results of  the 
IINS analysis, the main contribution is provided 
with ip and op bendings of  methyne, methylene, 
and methyl units. It should be noted as well that the 
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Fig. 10. Joint DRIFT-XPS spectral analysis of  sp2 
amorphous carbons. Top. DRIFT spectra of  amorphous 
carbons at room temperature: natural (a), synthetic (b), and 
industrial (c) solids. Bottom. Distribution of  intensities of  
VFF peaks of  the O1s spectra of  the solids presented in 
Figure 8b over group binding energies listed in Table 4. 

Adapted from [49].
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hydrogen contribution to DRIFT spectra of  natural 
solids is three–five times more than that of  synthetic 
ones, while the hydrogen contents of  the bodies 
(see Table 3) are quite comparable. This feature 
evidences that hydrogen atoms, directly attached 
the graphene domain edge atoms in the former case 
via sp2C-H chemical bonds, are optically much more 
active than those ones involved in either methylene 
or methyl units via sp2C –CH2 and sp2C –CH3 bonds, 
once distant from the BSU domains. This issue was 
observed in virtual IR spectra of  necklaced graphene 
molecules as well [64,126]2.

As seen in Fig. 10, the oxygen component of  the 
studied solids varies quite drastically, while remaining 
similar in the samples of  each of  the three types. 
Thus, a joint DRIFT-XPS analysis, based on the 
GBEs and GFs listed in Tables 4 and Table 7, 
allowed for concluding of  the following [49]: the 
oxygen component of  the BSU necklaces of  ShC 
may mainly involve carbonyls sp2C=O and o-quinone 
O=sp2C-sp2C=O bonds. That one of  AnthX is of  
lactone character consisting of  C=OOC (lactone) 
and pairs of  lactones, as well as of  aggregated cyclic 
ether with lactone. The oxygen content of  AnthC 
is the richest, involving carboxyls sp2C-COOH, 
cyclic ethers, aggregated cyclic ethers, pyran, and 
hydroxypyran. Aggregated cyclic ethers, aggregated 

cyclic ether with lactone, and lactones are common 
for both Ak-rGO and TE-rGO, once completed 
with lactone pairs in the former case and with 
hydroxypyrans in the second. Similarly, C–O–C in 
cyclic ether and aggregated cyclic ethers with lactone 
form the ground of  CB632 and CB624, completing 
the former case with lactones and/or hydroxypyrans. 
Obtained data led to the foundation of  molecular 
models suggested for BSUs of  the studied sp2 aCs 
that are discussed in Section 5.2.
4.4.4. raman scatterinG analysis

Raman scattering analysis has become a champion 
among a variety of  analytic techniques applied to 
graphene-like materials, not excluding sp2 aCs. No 
articles can be published without referring to the 
Raman spectra of  such materials. This extraordinary 
situation is caused by the evident exclusiveness of  
the spectra, a general view of  which for a set of  sp2 

aCs listed in Table 1 is presented in Fig. 11. As seen 
in the figure, the spectra of  samples, characterized by 
different short-range orders and chemical contents 
of  the relevant BSUs, are practically identical by shape 
consisting of  three characteristic regions named 
D, G, and 2D [127,128]. Following the assignment 
suggested for Raman spectra of  crystalline graphite 
[129], the doublet of  D and G bands corresponds 

Table 7
Group frequencies required for the oxygen-content analysis of BSUs of sp2 amorphous carbons1, cm–1.

300–1000 1000–1200 1200–1300 1300–1500 1500–1600 1600–1700 1800–1900 2600–3000 3000–3600
δ op2,
δ ip3,
τ C-OH

sp2C-O-C
and
sp2C-OH
δ op 
sp2C-C-C4

δ ip,
puckering,
ring 
breathing,
δ trigonal
sp2C-C-C4,
collective 
vibrations 
of 
graphene 
domain
atoms5 

ν sp2C-O-C 
in cyclic 
ether, 
aggregated 
cyclic ether 
and acid 
anhydride

ν∙sp2C-OH,
in lactone, 
hydroxyl 
pyran
and acid 
anhydride 

δ ip
sp2C-OH,
ν sp2C-
O-C in 
cyclic 
ether
and acid 
anhydride 

δ ipO-C=O
in acid 
anhydride

δ ip
sp2C-OH,

ν sp2C-C

ν sp2C =O 
in acid an-
hydride 
and 
lactone, 
ag-
gregated 
cyclic 
ether with 
lactone 
pair,
pairs of 
lactones

ν sp2C =O
in
o-quinone, 
COOH

ν sp3C-
O-H in 
COOH 

ν sp3C-H

ν sp3C-O-H

1Greek symbols τ, δ and ν mark the molecule torsions, bendings and stretchings, respectively; 2Out-of-plane 
bendings; 3In plane bendings; 4Benzene molecule data [116]; 5Virtual data for nanographene [125].
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to a one-phonon contribution, while 2D marks the 
region of  two-phonon events.

These one-phonon and two-phonon parts of  the 
Raman spectra in Fig. 11 are not exactly identical, 
as shown by detailed consideration of  the spectra 
structure [50]. However, a characteristic doublet 
D–G remains highly universal. For a long time, 
there has not been a convincing explanation for 
both the deep similarity of  the spectra as a whole 
and the exclusive character of  the D–G doublet. 
Starting from the spectra of  crystalline graphite 
and graphene, consisting of  two narrow bands 
G and 2D, spectroscopists looking for the band 
broadening and the appearance of  D were divided 
into two groups. The first group members tried to 
explain the features remaining in the framework of  
crystal spectrum concepts. This is how the idea arose 
about the defective origin of  the D-band [129,130] 
and about the double-resonance nature of  the 2D 

one [131,132]. An exclusive role to two parameters 
of  the spectra, namely the ratio of  the intensity of  
the D and G bands, ID⁄IG , and the corresponding 
bands half-widths, ∆ω, was given to characterize 
the size and defect structures of  the relevant 
graphene domains. Established theoretically for 
graphene crystal, this relationship was transferred 
to the molecular BSUs of  amorphous substances 
by default [133,134]. However, as was shown lately 
[50], such a transfer turned out to be incompetent, 
which, nevertheless, has not stopped the efforts of  
the "theoretical description of  the defectiveness" of  
the studied BUSs until now.

The molecular nature of  sp2 aCs underlies the 
position of  scholars of  the second group [135–141]. 
Information presented in previous sections of  this 
article convincingly proves the issue, which makes 
all the crystal-based theoretical approach practically 
not applicable. It was shown that the polarizability 
tensor of  a polyaromatic hydrocarbon, to which 
BSUs evidently belong, depends on the dynamic 
characteristics of  the multimode vibrational 
spectrum. As occurred, the main contribution 
to the intensity of  the spectra is made by sp2C–C 
stretchings, due to which the observed D–G–2D 
set of  bands is mainly characteristic of  the network 
of  sp2C–C bonds. This is the first reason explaining 
the similarity of  Raman spectra of  different sp2 
aCs, since similar graphene domains constitute the 
main atomic part of  the relevant BUSs. The second 
reason concerns the sp2C–C stretching modes, which 
are responsible for the bands. It was found that 
the G-band is originated from the e2g vibration of  
benzene, while the modes responsible for the D-band 
come from the e1u mode of  the molecule. The 
former provide simultaneous in-plane stretchings 
of  all sp2C-C bonds, while the latter concern both 
stretching and contraction of  these bonds when 
carbon atoms move out-of-plane. A final decision 
of  the problem has been obtained recently in the 
framework of  virtual vibrational spectrometry [64]. 
As occurred, D-bands are, actually, caused by out-
of-plane sp2C–C stretchings that provide formation 
of  a dynamically stimulated sp3C–C bond between 
the adjacent layers of  BSUs’ stacks, thus being a 
characteristic test of  a particular short-range order 
structure of  the amorphics. Intensity of  the D-band 
increases when the number of  layers grows up to 
4–5 and then markedly slows down when the total 

ELENA F. SHEKA

Fig. 11. Raman spectra of  sp2 amorphous carbons at room 
temperature: shungite carbon (ShC), anthraxolite (AnthX), 
anthracite (AnthC), technical graphene TE-rGO and Ak-
rGO, carbon blacks CB632 and CB624, as well as mono- 
(mncr) and micronanocstructured (μncr) Botogol’sk graphites, 

respectively (see details in [50]).
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thickness of  stacks exceeds ~15 nm [142]. As for 
2D region, the same out-of-plane sp3C–C stretchings 
are responsible for the features, thus revealing the 
strongest anharmonicity among other vibrations.

A particular doublet pattern of  the spectra 
strongly depends on the linear size of  the BSU and 
is transformed from a broad-band-doublet one to 
a narrow-band one with drastic domination of  the 
G-band when the size of  graphene domain exceeds 
the free path of  graphene optical phonons Lph 
~15 nm [143]. Therefore, the characteristic D–G 
doublet structure of  the NGMs’ Raman spectra is of  
structural origin, evidencing the stacked nature of  the 
corresponding solid structure. Thus, the analysis of  
the structural and chemical content data, particularly, 
of  the Raman spectra, of  the cosmogenic carbon 
brought to Earth by the Chelyabinsk meteorite 
[60,144], leads to a confident conclusion about the 
graphite-like stacked structure of  this carbon with a 
stack thickness of  ~ 10–15 nm and more. 

5. VIRTUAL ANALYTICS OF NECKLACED 
GRAPHENE MOLECULES
5.1. short foreword

Analysis of  sp2 aCs, performed using the analytic 
techniques described above, undoubtedly establishes 
the molecular nature of  these solids, determines the 
solid-forming molecular BSUs as flattened necklaced-
graphene type, estimates the average statistical linear 
size of  them and the parameters of  their primary 
stacking, and determines the atomic content of  the 
BSUs’ compositions. However, all these methods 
taken together do not allow us to describe BSUs using 
atomic structural forms such as CxHyOz(Imp)minor, 
so familiar for material science, beyond the general 
idea that they are graphene domains in a necklace of  
heteroatoms. Obviously, the numbers x, y, z, minor 
represent the realization of  the chemical composition 
of  substances, analytically determined as weight or 
atomic percentage, in atomic structural form. Taking 
into account the statistically averaged nature of  the 
determined structural and compositional data (cf. 
Tables 2 and 3), the high complexity of  constructing 
such a formula becomes evident. The first step 
towards solving this problem is the reduction of  
statistically averaged empirical data to point ones. 
The second step requires determining the formula-
generating element and setting the absolute number 
of  its atoms. In the case of  sp2 aCs, carbon atoms 

of  number x evidently play the role. Further steps 
depend on which part of  the BSUs is covered by 
this number. In the simplest case, it refers only to 
the graphene domain, due to which y, z and minor 
numbers determine the heteroatoms located in the 
BSU’s necklace. If  the heteroatom necklace includes 
carbon atoms such as those involved in carboxyl, 
methylene and methyl groups, or domain atoms are 
partially replaced by heteroatoms as in the case of, say, 
aggregated ethers and lactones, these numbers are 
determined by successive approximation. Naturally, 
chemical formulas CxHyOz(Imp)minor, constructed 
in this way and related to the same set of  empirical 
chemical-content data, depend on the number of  
carbon atoms, i.e., on the size of  graphene domains.

However, the presence of  chemical formula 
does not allow for visualizing the BSU atomic 
structure. The problem is that a huge number of  
various-shaped graphene domains correspond to 
a given number of  carbon atoms x. In its turn, 
a different number of  edge atoms, subjected to 
targeting with heteroatoms, characterize shape-
different domains. Moreover, the arrangement of  
heteroatoms over a set of  the domain edge atoms 
is a difficult problem due to the large variability 
of  multi-targeting, which is complicated by the 
high radicalization of  these carbon atoms [145]. 
Therefore, in view of  a practically infinite number 
of  potential structural variations, none of  the 
molecular structure of  the CxHyOz(Imp)minor 
chemical content, either drawn voluntarily by pen 
or designed by following particular algorithms, 
can take the place of  an exact BSU view and is only 
one of  a great number of  possible ‘snapshots’. 
Once so restricted with respect to real structures, 
the constructed BSUs are nevertheless useful, 
being the only structural images that allow for 
distinguishing the BSUs of  different sp2 aCs at the 
atomic level, immersing into the solids chemistry, 
exhibiting alive and silent chemical problems 
associated with the BSUs, disclosing the grounds 
and potentiality of  different applications of  sp2 

aCs, and so forth. Moreover, starting as molecular 
models of  real solids, these virtual BSUs are easily 
transformed into Digital Twins [5,146] laying the 
foundation for reliable virtual analytics of  the 
solids. Virtual vibrational spectrometry has so far 
been the first technique for the latter.
5.2. molecular models and diGital twins of 
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bsus of sp2 amorphous carbons

In due course of  the comprehensive analysis of  
the set of  sp2 aCs listed in Table 1 presented in the 
previous sections, a sufficient amount of  data were 
obtained to enable the construction of  BSUs models 
of  the studied solids. Following general instructions, 
described in the previous section, rectangular 
graphene domains (5,5)NGr and (9,9)NGr with linear 
dimensions of  1.12×1.22 nm2 and 1.97×2.20 nm2, 
consisting of  66 and 190 carbon atoms, respectively, 
were chosen for modeling. According to the data in 
Table 2, the first domain is commensurate with the 
BSUs of  natural solids and CB632, while the second 
is much bigger to be closer in size to the BSUs of  
CB624 and synthetic solids. Since the {CHO} triad 
evidently dominates in the chemical content in 
Table 3, we restricted ourselves with these elements 
only. Associated with the two domains mentioned 
above, the relevant BSU models listed in Table 8 are 
presented in Fig. 12a–g. We remind readers that the 
structures represent only instantaneous snapshots 
of  numerous potential configurations of  the same 
composition for each of  the solids. It turned out 
that the analysis of  numerical data on the chemical 
composition of  BSUs from the viewpoint of  XPS 
only is insufficient for a narrow choice of  suitable 
structures [48]. It was necessary to plug DRIFT 
absorption spectra as well, which made it possible 
to significantly narrow the choice of  structures to 
the set shown in the figure. A detailed discussion 
of  building these models can be found in [49]. All 
structures are stable radicals [65] with temporarily 
quenched chemical activity. In the same way, BSU 
models can be built, which include, in addition to 
the triad of  main components, minor impurities of  
nitrogen and sulfur [66] (see Fig. 12h–j). Evidently, 
these models, although not being exact imprints of  

the structure, make it possible to deal with sp2 aCs with 
open eyes, understanding what the commonality and 
difference between natural amorphics are, and how 
the latter differ from synthetic and industrial ones. 
The difference in their behavior in catalysis [66], 
optics [147], medicine [148], etc. has the opportunity 
to become clearer.

This first attempt at building empirically based 
models of  NGMs opened up the possibility for a 
new direction of  analytical research of  sp2 aCs aimed 
at moving from substances based on BSUs with an 
empirically unattainable structure, to those built from 
the NGMs of  voluntary modified structure. Thus, 
going from individually different while not exactly 
determined empirical BSUs to a class of  NGMs, 
undoubtedly having properties common to the 
whole class. This transition is possible within a new 
modeling concept known as the Digital Twins (DTs) 
[5,146]. The design of  DTs is now subordinated not 
to the reproduction of  the structure of  empirical 
BSUs, but to respond to a series of  questions aimed 
at elucidating one or another feature of  the NGM 
class. In fact, when applied to a large set of  NGMs 
[64,124,126], the approach has revealed many of  
the molecular commonalities, which are of  practical 
interest, and which form the grounds of  virtual 
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Table 8
Chemical formulas of analytically provided models of 

basic structural units of sp2 amorphous carbons.
No Samples Chemical formula

1 ShC C66H6O4

2 AnthX C66H10O4

3 AnthC C66H14O4

4 Ak-rGO C181H27O11

5 TE-rGO C185H28O19

6 CB632 C66H2O4

7 CB624 C181O9

Fig. 12. Molecular models of  basic structure units of  sp2 

amorphous carbons. Equilibrium structures of  {CHO}-
triad species: ShC (a), AnthX (b), AnthC (c), CB632 (d), 
CB624 (e), TE-rGO (f) and Ak-rGO (g). {CHO}-triad 
species complemented with nitrogen and sulfur additives: ShC 
(h), AnthX (i) and CB632 (j). Atomic content of  the models 
follows the data listed in Table 3. Gray, red, black (a–g), 
completed with dark blue, yellow (h–j) balls depict carbon, 

hydrogen, oxygen, nitrogen and sulfur atoms, respectively.
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analytics of  sp2 aCs. First, this concerns virtual 
vibrational spectrometry that happened to be highly 
adaptive to a new analytic role.
5.3. virtual vibrational analytics of sp2 
amorphous carbon

In molecular science the DT concept can be 
schematically presented as the following:
Digital twins → Virtual device → IT product.

This scheme connects three constituents of  
the approach [15]. Here, DTs are the molecular 
models under study, virtual device is a carrier of  a 
selected software, and IT product covers a large set 
of  computational results related to the DTs under 
different actions in the light of  the soft explored. 
The quality of  the IT product depends highly on 
how broadly and deeply the designed DTs cover 
all the knowledge concerning the object under 
consideration and how adequate the virtual device 
is to the peculiarities of  this object. Applying virtual 
vibrational spectrometry, the virtual device is a virtual 
spectrometer. It should not contradict with the object 
nature and will perform calculations providing for the 
establishing of  equilibrium structure of  the designed 
DTs and obtaining their spectra of  IR absorption 
and Raman scattering related to 3N–6 vibrational 
modes. Virtual spectrometers differ by the software 
in grounds and are of  HF (Hartree–Fock), DFT 
(density of  functionals) or MD (molecular dynamics) 
type, since only semi-empirical programs based on 
the mentioned approximations can cope with the 
large volume of  cumbersome calculations that are 
needed. As for quantum approaches, the radical 
nature of  sp2 aCs, caused by the open-shell electronic 
systems of  their BSUs, forced us to abandon DFT- 
and MD-based softwares and pay particular attention 
to programs based on the unrestricted Hartree–Fock 
approximation. All the results illustrated below were 
obtained by using the virtual vibrational spectrometer 
HF Spectrodyn [149].
5.3.1. iins virtual analytics

A standard model aimed at ‘reading out’ the 
empirical vibrational spectra of  sp2 aCs started far 
before the DT concept was introduced. The main 
problem preventing the issue from developing 
concerns the difficulty in building proper models. 
The situation changed appreciably when the 
first proposals to use NGMs as such models 
appeared. The models were initially applied for 

virtual IINS analytics of  sp2 aCs. Its main goal is 
to reproduce the solids behavior in the relevant 
empirical experiments. One-phonon GVDOS 
was the subject of  calculations [87]. Two virtual 
experiments have been performed so far. The first 
mainly concerned adsorbed water in CB632, the 
empirical IINS spectrum of  which is shown in 
Fig. 6b. A simplified BSU model, slightly different 
from the more detailed model that is shown in 
Fig. 12d, served as a carbon substrate immersed 
in the cloud of  water molecules [2]. The second 
is related to a comparative analysis of  empirical 
IINS spectra of  sp2 aCs presented in Fig. 9 using 
the first BSUs models, similar to those presented 
in Fig. 12 [47].

As seen in Fig. 13, the obtained virtual GVDOS 
is in line with the empirical data related to adsorbed 
water. In the second case, a set of  virtual GVDOSs 
presented in Fig 14 quite satisfactorily reproduced 
empirical data in the part related to the dependence 
of  the spectra intensity on the hydrogen content of  
the relevant BSUs. Nearly linear dependence of  the 
total spectrum intensity on the number of  hydrogen 
atoms in the necklaces of  the model BSUs was 
obtained [47], which follows the tendency of  the 
hydrogen content of  real sp2 aCs listed in Table 3. A 
large width of  the real IINS spectra does not allow 
for performing a more refined search of  the BSUs 
models suitable for the spectra description [49].

Fig. 13. Adsorbed water in sp2 amorphous carbon. (a) 
NGM model of  BSUs of  carbon blacks. (b) IINS-spectra-
derived GVDOS of  adsorbed water in as prepared CB632. 
(c) Virtual GVDOS of  four-hydrogen-bond configured 
molecules of  retained water. Gray and red balls depict carbon, 

and oxygen, respectively.
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5.3.2. ir absorption virtual analytics

The germination of  virtual IR absorption analytics 
of  sp2 aCs has coincided with the beginning of  
transition of  standard modeling of  their individual 
molecular BSUs to the DT concept that concerns 
the class of  NGMs [15,64,124,126]. A set of  
relatively reliable structural BSU models made it 
possible to penetrate their chemistry and begin to 
understand the main features of  NGMs. In turn, 
the latter circumstance opened the way to recognize 
which information about molecules of  this class can 
be obtained by asking the right questions. The latters 
should be formulated in the form of  particular DT 
structures, whose treatment is aimed at receiving a 
clear answer to a particular inquiry. Referring the 
reader to the publications mentioned above for 
details, we confine ourselves to a brief  enumeration 
of  the answers received.

In terms of  the DT concept, all the data 
discussed below were obtained using a virtual device-
vibrational spectrometer HF Spectrodyn [149]. The 
obtained IT products present one-phonon harmonic 
spectra of  IR absorption and Raman scattering. 
Their deviation from empirical analogues concerns 

the lack of  anharmonicity and a considerable blue 
frequency shift. The former is highly important 
empirically, leading to a remarkable change in the 
optical spectra with respect to harmonic ones 
[150]. Nevertheless, the main features of  both IR 
and Raman empirical spectra of  the molecular sp2 
nanocarbons are of  harmonic origin. Accordingly, 
harmonic IT product reproduces the latter well 
enough. As for the unavoidable blue shift of  virtual 
harmonic frequencies [151], it is quite considerable 
and constitutes ~200–500 cm–1 in the 1000–3500 
cm–1 region. However, it is the same for all the 
studied DTs and can be ignored when comparing 
the virtual data of  the species but should be taken 
into account at the final stage of  comparing virtual 
and experimental data.

Digital Twins in place of  real objects, and virtual 
spectrometers in place of  real spectrometers, are 
real instruments of  virtual vibrational spectrometry 
that provides the realization of  many different goals. 
Comparative analysis, leading to the revealing of  
trends, common to both virtual and experimental 
spectra, is the strong point of  the spectrometry. The 
unavoidable discrepancy of  obtained individual virtual 
spectra and experimental data is its vulnerability. 
Obtaining the data presented below required 
consideration of  several tens of  DTs. Their design 
was carried out on the original graphene domains 
(5,5)NGr, (9,9)NGr, and (11,11)NGr. Digital Twins 
were conditionally divided into ‘monochromic’ and 
‘heterochromic’ ones with respect to the chemical 
compositions of  their necklaces. The former are 
carriers of  highly distinguished identical chemical 
bonds while the latter are more adaptive to the 
varied chemical compositions of, say, empirical 
BSUs. Monochromic DTs with fully terminated 
edge atoms of  the relevant graphene domains are of  
particular interest, presenting the effect of  maximum 
contribution of  the necklace heteroatoms into both 
the IR and Raman spectra of  the molecules.

Fig. 15 presents a comparative view on the 
spectra of  monochromic DTs based on the same 
graphene domain. As seen in the figure, the presence 
of  heteroatoms drastically violates the DTs’ IR 
spectra while leaving the Raman spectra practically 
unchanged. A thorough analysis of  the data shown in 
the figure revealed that the following commonalities 
are inherent to all the NGMs, as well as to all of  the 
sp2 aCs BSUs.

ELENA F. SHEKA

Fig. 14. Virtual GVDOS spectra of  graphene oxyhydrides 
related to the following BSUs’ models: (a) ShC - C68O4H6, 
(b) AnthX - C64O4H10, (c) CB632 - C64O4H3, and (d) 
CB624 - C64O4. Original bars are convoluted by Gaussian 
of  80 cm−1 half-width. Gray, white and red balls depict 

carbon, hydrogen and oxygen atoms, respectively.
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1. Vibrational spectra of  NGMs are determined 
by the pool of  chemical bonds, among which 
sp2C–C bonds configure graphene domains 
while sp2C–A ones (A = H, O, N, S, and so forth) 
shape the NGMs’ necklaces.

2. One-quantum harmonic vibration spectra of  the 
NGMs, constituting of  N atoms, cover 3N–6 
vibrational modes spread over the region of  
0–1800 cm–1, characterized for the excitation of  
sp2C–C bonds, and of  0–3400 cm–1 depending 
on the sp2C–A CBs configuration related to the 
NGM necklaces.

3. As seen in Fig. 15, all the NGMs’ vibrational 
spectra contain a well-defined region of  
stretching vibrations of  sp2C–C bonds in the 
range of  1200–1800 cm–1 provided with the 

presence of  graphene domains. The stretchings 
are slightly disturbed in Figure 15c–e due mainly 
to their reaction on the oxygen atoms presence 
in the NGMs’ circumference (see detailed 
discussion of  the feature in [124]).

4. The two communities of  the NGMs’ chemical 
bonds participate in their IR and Raman spectra 
quite differently. Covalent homopolar sp2C–C 
bonds are not IR active due to a nil static dipole 
moment. Accordingly, IR absorption of  graphene 
domains is extremely weak (Fig. 15a) while 
heteropolar sp2C–A bonds show considerable 
absorption and are highly individually dependent 
on the chemical composition of  the NGMs’ 
necklaces (Fig. 15b–e). In contrast, activity of  
the Raman scattering is provided with sp2C–C 
bonds in all the cases due to which the Raman 
signatures of  bare graphene domains as well as 
NGMs are similar (Fig. 15a–e).

5. IR spectra, strongly dependent on the chemical 
composition of  NGM necklaces, depend on the 
size of  the latter rather weakly.

6. Analysis of  virtual IR spectra of  monochromic 
DTs allows for suggesting a definite set of  group 
frequencies to be used for assignment of  the 
spectra features to particular chemical bonds 
formed in the NGM necklaces.
In addition to exhibiting common trends 

of  IR virtual spectrometry of  NGMs discussed 
above, the first attempts were made to compare 
DTs’ virtual spectra with the experimental ones 
of  the relevant sp2 aCs. Such a comparison related 
to TE-rGO is shown in Fig. 16a. As seen in the 
figure, at first glance, the DRIFT spectrum of  
the object (red potting) differs drastically from 
the virtual one. However, once upshifted by 500 
cm–1, the three-band spectrum (blue plotting) 
correlates well with the similar three-band virtual 
one, reliably supporting the atomic configuration 
of  the DT shown in the figure. Naturally, it is 
impossible to speak about the complete adequacy 
of  the proposed model to the real BSU structure, 
but the fact of  reproduction of  the main 
components of  the latter is obvious. Thus, the 
evidence, provided earlier with IINS as well as 
with DRIFT and XPS [49] spectra, is supported 
with virtual spectrometry.

A completely different situation is presented 
in Fig. 16b. In contrast to the previous case, 

NANOSYSTEMS

Fig. 15. Virtual vibrational spectra (light gray) as well as one-
phonon IR absorption and Raman scattering spectra (gray) 
of  a set of  the (5,5)NGr-based monochromic digital twins 
with fully terminated edge atoms of  the graphene domains (a- 
e) [64]. Original sticks of  the spectra are convoluted with 
Gaussian bandwidth of  10 cm–1. Plottings of  densities of  
vibrations and Raman spectra are accompanied with trend 
lines corresponding to 50–point linear filtration, dark blue 
and red, respectively. HF Spectrodyn virtual spectrometer. 
Equilibrium DT structures supplied with chemical formulas 

are presented on the right.
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the experimental spectrum of  Ak-rGO, which 
deviates significantly from that for TE-rGO, is 
different from the virtual spectrum of  DT as 
well. As can be seen, a similar upshift does not 
reveal any similarity between the real and virtual 
spectra, except for the band at ~1700 cm–1. This 
band is perhaps the only evidence of  the presence 
of  quinones in the structure of  both real Ak-
rGO BSU and DT. As for the low-frequency part 
of  the real spectrum in the region of  500–800 
cm–1, analysis of  virtual spectra of  monochromic 
DTs in Fig. 15 as well as many others point to 
its attribution to hydrogen atoms in the nearest 
vicinity to edge atoms of  the NGMs’ graphene 
domains. Such atoms are not presented in the 
DT chemical structure, which might explain the 
drastic discrepancy between the empirical and 
virtual IR spectra. As for reality, adsorbed water is 

the first candidate to be examined. Obviously, the 
presence of  this water in TE-rGO may improve 
the fit between the empirical and virtual spectra in 
this region as well. The DT concept, worked out 
by example of  NGMs [64,126], has recently been 
applied to the graphene oxide IR spectrum [124], 
positive result of  which is shown in Fig. 16c.
5.3.3. raman scatterinG virtual analytics

The main features of  NGMs’ Raman spectra are 
presented in Fig. 17 in a compressed way. The 
Digital Twins’ analytics of  Raman scattering spectra 
of  NGMs [64,126] has revealed the following 
commonalities:
1. As evidenced in Figs 15 and 17, the graphene 

domain sp2C-C stretchings determine the main 
pattern of  the NGMs’ Raman spectra.

2. The Raman spectra of  NGMs respond to the 
presence of  heteroatoms in the molecules’ 
circumference due to the frequency difference of  
the sp2C–C and sp2C–C(A) stretchings [124] (see 
Fig. 15). However, the violation is not critical to 
significantly disturb the general similarity of  the 
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Fig. 16. Digital twins’ analytics of  IR spectra of  reduced 
and parental graphene oxides. (a,b) Virtual one-phonon (gray, 
supplemented with black trend lines corresponding to 50–point 
linear filtration, HF Spectrodyn) as well as original (red) 
and 500 cm–1 blue-shifted (blue) experimental IR absorption 
spectra of  TE-rGO and Ak-rGO, respectively [64]. (c) The 
same but original and 300 cm–1 blue-shifted experimental IR 
spectra of  graphene oxide [124]. Equilibrium structures of  
rGO’s DTs C185H28O19 and C181H27O11 (see Table 8) as 

well as of  GO’s DT C66O40H4 are shown on the right.

Fig. 17. Digital twins’ analytics of  Raman spectra 
of  individual and layered NGMs of  different size and 
compositions. (a,b). Virtual densities of  vibrations (light 
gray) and one-phonon Raman spectra (gray) of  one-layer 
TE-rGO (C192O19H44) and bare domain (5,5) NGr (C66), 
respectively. (c) The same but two layers of  hydrogenated 
domain (5, 5) NGr (C132H44). Original sticks of  the spectra 
are convoluted with Gaussian bandwidth of  10 cm–1. Both 
densities of  vibrations and Raman spectra are accompanied 
with 50-points trend lines, dark blue and red, respectively. 

HF Spectrodyn. Adapted from Refs. [64,126].
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Raman spectra appearance of  the different sp2 
aCs presented in Fig. 11.

3. The Raman spectra of  individual NGMs of  any 
chemical composition are not characterized with 
a standard D–G doublet as seen in Figs 15.

4. The Raman spectra of  individual NGMs strongly 
depend on their linear dimensions and are 
transformed from a broad-band (see Fig. 17b) to 
narrow-band with a total domination of  G-band 
when the size of  the latter approaches the free 
path of  graphene optical phonons Lph ~15 nm 
[143] (see Fig 17a). The effect, which is typical 
size effect of  phonon spectra of  molecular 
amorphous solids [152], strengthens when (9,9) 
graphene domain is substituted with (11,11) [64].

5. The appearance of  the D-band and formation 
of  the D–G doublet is a particular feature 
attributed to NGM layering (see Fig. 17c). The 
effect becomes more pronounced when a double 
layer NGM is substituted with a three-layer 
one [64]. It is provided with the generation of  
dynamically stimulated sp3C–C bonds between 
the carbon atoms of  adjacent NGM layers [124] 
due to the exact van der Waals contact between 
them. A high activity of  out-of-plane stretchings 
of  benzenoid units [116,137] makes the sp3C–C 
stretchings active enough to generate the D-band.

6. The D-band’s intensity increases when the 
number of  NGM layers grows up to 4–5 nm 
and then markedly slows down when the stack 
thickness exceeds ~15 nm [142].

6. EXPRESS ANALYSIS OF SP2 
AMORPHOUS CARBONS BASED ON IR 
AND RAMAN SPECTRA
Evidently, all the above concerns the Raman spectra 
of  real sp2 aCs, particularly, the solids’ short-range 
order presented with the relevant BSUs and their 
stacks and can be applied for analysis of  empirical 
spectra of  the solids, in general, and for their express 
analysis, in particular. Results of  the latter, applied to 
a randomly selected sample [153], are demonstrated 
in Fig. 18. Starting from the Raman spectrum in 
Fig. 18a, one has to be convinced first in dealing with 
a sp2 aC, but not with graphene oxide, whose Raman 
spectrum looks exactly as shown in the figure [124]. 
Convinced by the XRPD test, we move on to read 
out the Raman spectrum of  the rGO solid. It tells 
us that the solid has a stacked structure consisting 

of  4–5 BSUs layers, BSUs linear size being its 
first nanometers. A considerable width of  D- and 
G-bands allows for suspecting a turbostratic nature 
of  the layer packaging. Evidently, the presence 
of  the BSUs’ necklaces is one of  the reasons for 
both this disordering and slight increasing of  the 
interlayer distance, as shown in Table 2. In its turn, 
the IR absorption spectrum in Fig. 18b shows that 
this rGO’s necklace is mainly oxygenated, since 
none of  the prominent sp2C–H models, which are 
concentrated below 1000 cm–1, are revealed. No 
traces of  adsorbed water (region below 400 cm–1) 
are fixed as well. Following the group frequencies 
listed in Table 7, it is possible to suggest the oxygen-
containing contributions indicated in the figure. A 
rather scares fine structure of  the IR spectrum is 
in line with the attribution of  marked bands below 
2000 cm–1 to cyclic ethers, while the band at 3400 
cm–1 evidences traces of  small amount of  hydroxyls 
in the sample. The presented express analysis of  
the Raman and IR absorption spectra of  an rGO 
sample is only the beginning of  the in-depth analysis 
and is given as an example. Nevertheless, it provides 
a reliable entry level of  analysis requiring further 
confirmation using all the advanced methods of  
analytical chemistry and spectroscopy.

7. CONCLUSIVE REMARKS
The first atlas of  empirical and virtual analytics of  
sp2 amorphous carbons is over. It opens the way 
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Fig. 18. Express analysis of  sp2 amorphous carbon. Raman 
scattering (a) and IR absorption (b) spectra of  a lab-fabricated 
reduced graphene oxide [153] in notations of  vibrational 

analytics (see text).
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for further development, extension, sophistication, 
routing, substitution and suggests new visions and 
approaches. Both analytics are based on the molecular 
nature of  the solids and are aimed at the disclosure 
and characterization of  short-range order of  the 
latter. The two analytics are not perfect and there 
are still questions to be raised and answered. What is 
presented for the reader's judgment is only the first 
attempt to summarize the currently available ideas 
about sp2 amorphous carbon and offer a systematic 
way to check and analyze them.
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List of  abbreviations
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AFM     atom-force microscopy
Ak-rGO lab rGO product
AnthC   anthracite
AnthX   anthraxolite 
BSU  basic structural unit
CB carbon black
DFT  density functional theory
DRIFT Diffused-reflection IT Fourier determined spectrometer
DT digital ywin
DTA differential thermal analysis
DSC   differential scanning calorimetry
EDS  energy dispersion spectroscopy
EA  elemental analysis
EM  electron microscopy
FTIR Fourier determined IR spectroscopy
FWHM  full width at half  maximum 
GBE  group bending energy
GF  group frequency
GO graphene oxide 
GVDOS generalized vibrational density of  states
HF  Hartree-Fock approximation
HREELS  high-resolution electron energy loss spectroscopy
HRTEM  high-resolution transmission electron microscopy
IINS  inelastic incoherent neutron spectroscopy
IT  intellectual technology
MD  molecular dynamics
NGM  necklaced graphene molecule
NPD  neutron powder diffraction
PD  powder diffraction
rGO reduce graphene oxide
SEM scanning electron microscopy
ShC shungite carbon
STEM scanning transmission electron microscopy

TE-rGO   thermally exfoliated rGO
VFF  Voigt fitting function
XRPD X-ray powder diffraction
XPS  X-ray photoelectron spectroscopy
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Abstract: Changing the temperature of  the aqueous subphase makes it possible to control 
the absorption rate of  metal ions dissolved in the aqueous subphase by the Langmuir 
monolayer. This affects the morphology of  the Langmuir monolayers formed at an elevated 
temperature of  the aqueous subphase. An adsorption of  metal ions by a monolayer leads 
to the formation of  nanoclusters under it. In the present work the process of  formation of  
nickel arachidate (NiArch) clusters under a Langmuir monolayer of  arachidic acid (AA) at 
different temperatures was studied. The process of  adsorption of  Ni2+ ions and formation 
of  clusters of  nickel salts under a Langmuir monolayer of  arachidic acid (AA) at different 
temperatures was studied. The subphase temperature was changed in the range of  10 to 
30°C with a step of  4°C. The formed films were transferred on the solid substrates. The 
morphology of  the corresponding LB films transferred onto a solid substrate was analyzed 
by atomic force microscopy. It was found that an increase in the subphase temperature leads 
to changing in the process of  Ni2+ ions adsorption by Langmuir monolayer of  AA. It was 
shown that subphase temperature influenced the compressibility of  a monolayer, the area 
occupied by one molecule in the Langmuir monolayer of  NiArch, and the morphology of  
Langmuir-Blodgett (LB) films formed on their basis. An increasing of  subphase temperature 
leads to increase in the number of  NiArch clusters in the LB AA film and a decrease in their 
size. This is due to a change in the rate of  growth and dissolution of  NiArch clusters with a 
temperature change. The distribution of  NiArch clusters in the resulting film was random. 
The results obtained are of  great importance for the possibility of  the creation of  multilayer 
composite coatings with controlled characteristics.
Keywords: Langmuir monolayers, Ni arachidate clusters, arachidic acid, monolayer 
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1. INTRODUCTION
The Langmuir-Blodgett (LB) technology is a 
promising method for the formation of  thin 
highly organized films based on amphiphilic 
molecules or nanoparticles stabilized by them 
[1-3]. The use of  surfactants with selectivity to 
various agents makes it possible to create thin 
films with sensory properties [4-6]. As is known, 
the developed surface of  LB films allows them 
to be used, among other things, as sensitive 
adhesive coatings [7]. In this case, the problem of  
increasing the specific surface area of  such a film 
is of  particular relevance. One of  the approaches 
to the creation of  LB films with a developed 
morphology is the formation of  mixed Langmuir 
monolayers with embedded nanoscale objects 
[8,9]. Two approaches are used to form such 
films. The first approach is used in the formation 
of  mixed layers with nanoparticles synthesized 
in a separate technological cycle [10,11]. The 
second one is to obtain nanoparticles during the 
formation of  the film itself  [12]. A monolayer 
of  surfactant molecules is modified by metal 
ions dissolved in the aqueous subphase to reach 
this purpose. The adsorption of  metal ions by a 
Langmuir monolayer leads to the appearance and 
growth of  clusters under its surface. In this case, 
an exchange reaction occurs between the polar 
part of  the surfactant molecule and ions dissolved 
in the aqueous subphase [13,14]. As is known, 
the physicochemical properties of  the formed 
monolayers depend on the acidity and temperature 
of  the subphase, as well as on the concentration 
of  metal ions in the subphase [15]. This is clearly 
seen in the analysis of  the compression isotherms 
of  the created monolayers. The effect of  Cu2+, 
Ca2+, and Ni2+ ions on phase transitions and the 
morphology of  fatty acid monolayers was studied 

in [16-20]. The effect of  the adsorption of  Ba2+ 

ions on the morphology and phase transitions in 
mixed monolayers of  behenic and stearic acids was 
studied in [21]. It was shown that the adsorption 
of  metal ions can lead to the disappearance of  the 
liquid phase of  the monolayer [16,17], an increase 
in its length [18], and a change in the shape of  the 
compression isotherm after the collapse of  the 
monolayer [21,22]. The effect of  temperature and 
acidity on the stability of  monolayers of  oleic acid 
and bovine serum albumin in the presence of  Ca2+ 
ions was studied in [23]. It should be noted that 
the adsorption of  metal ions from the subphase 
should affect the morphology of  the Langmuir-
Blodgett film transferred onto a solid substrate. 
In particular, the authors of  [19, 24] studied the 
effect of  the adsorption of  Ni2+ and Cd2+ ions on 
the morphology of  the Langmuir–Blodgett film 
of  arachidic acid. It was shown that in this case 
the area occupied by arachidic acid molecules in 
the film changes. The possibility of  forming a 
multilayer film structure during the collapse of  
a monolayer on the subphase surface was also 
demonstrated [21,22].

The morphology and surface-active properties 
of  monolayers can also be affected by external 
electric and magnetic fields. For example, an external 
magnetic field applied to a monolayer of  arachidic 
acid during the adsorption of  iron ions makes it 
possible to control the growth direction of  iron 
nanoparticles under the monolayer [25]. Thus, 
by changing the adsorption parameters of  metal 
ions, it is possible to influence the morphology of  
Langmuir-Blodgett films.

The formation of  metal nanoparticles under 
the surface of  a monolayer leads to the creation of  
inhomogeneity in the morphology of  films obtained 
on its basis. Similar inhomogeneities are formed 
during the synthesis of  nanoparticles in a mixed 
monolayer [14]. It should be noted that based on the 
above-mixed monolayers doped with metal ions, it is 
possible to create composite coatings with different 
properties.

An analysis of  the literature showed that 
temperature is the least studied factor influencing 
the properties of  Langmuir monolayers and the 
growth dynamics of  nanoparticles under them. 
This is because temperature affects both the 
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monolayer formation process and the dynamics of  
the nanoparticle formation reaction. It is a challenge 
to study these processes separately from each other. 
It should also be noted that controlling the number 
of  nanoclusters of  metals and their compounds in 
Langmuir monolayers is an important problem for 
their practical application as conductive or sensor 
coatings. However, the effect of  temperature on this 
parameter has not yet been practically studied.

The ordered films with incorporated magnetic 
nanoparticles made of  such materials as nickel, iron, 
and cobalt have the particular interest. It should be 
noted that nickel nanoparticles have a noticeable 
antibacterial effect against resistant bacterial 
cultures [26]. Using the effect of  temperature on the 
properties of  LB films based on fatty acids containing 
similar nanoparticles, it is possible to form films with 
a more developed surface. Such films can be further 
used as sensor coatings in various sensors and can be 
effectively used in food safety technologies.

Thus, the purpose of  this work was to study the 
mechanism of  the formation of  nickel arachidate 
(NiArch) clusters under a Langmuir monolayer of  
arachidic acid (AA) at different temperatures and to 
investigate the morphology of  LB films based on 
the resulting mixed monolayers.

2. EXPERIMENTAL PART
2.1. formation of lanGmuir monolayers

AA [CH3(CH2)18COOH, 99%], chloroform (PAI, 
filtered), chloride nickel powder [NiCl2×6H2O, 
99.9%], sodium citrate [Na3C6H5O7×2H2O], and 
citric acid [C6H8O7×H2O] were purchased from 
Sigma Aldrich. Deionized water (electrical resistivity 
of  18 MΩ·cm) was obtained by means of  ultrapure 
water purification system Milli-Q plus (Millipore 
Corp.).

All LB monolayers were produced with an 
automated LB KSV NIMA 622 (KSV Instruments 
Ltd., Finland) with a work square of  1200 cm2. An 
aqueous solution of  NiCl2 (4 mM) was used as a 
subphase. The pH value of  the subphase was fixed 
at pH = 5.8 to prevent the creation of  Ni(OH)2 
and nickel-based tetranuclear hydrocomplex. The 
formation process of  these compounds was a pH-
dependence process that took a flow at pH value of  
more than 7 [27]. An acetate buffer (0.1 M; 22.67 g 

sodium citrate and 4.402 g citric acid ratio per liter 
of  water) was used to adjust the acidity.

In the Langmuir-Blodgett technology, a 
continuous monomolecular layer is preliminarily 
formed on the subphase surface. Then, using a 
movable barrier, the monolayer is compressed 
to obtain a continuous film with close packing 
of  molecules. Here the molecule mean area A is 
approximately equal to the cross-sectional area of  
the molecule, and hydrophobic hydrocarbon chains 
are oriented almost vertically. At the final stage, the 
formed monolayer was transferred onto the surface 
of  the substrate at a constant surface pressure of  
35 mN/m by using the Langmuir-Schaeffer method. 
The transferring ratio was equal to 0.9.

The influence of  time on the process of  nickel 
ion binding with an arachidic acid monolayer 
was studied in [19]. It has been shown that the 
incorporation of  Ni2+ ions into the AA monolayer 
occurs even in the gas phase before the barriers 
begin to move. In the present work, the formation 
time of  NiArch clusters was constant for each of  the 
chosen temperatures and amounted to 75 minutes. 
In particular, the solvent evaporated from the water 
surface for 15 minutes, and then, for 60 minutes, the 
monolayer was compressed until a transfer pressure 
of  35 mN/m was reached.

A solution of  arachidic acid (1 mM) in chloroform 
was used to form a monolayer. An aliquot of  the 
solution (50 μL) was dropped onto the surface of  
the subphase, kept for 15 min, and compressed by 
movable barriers at a constant compression rate. 
The barrier compression rate was 20 cm2/min. 
The influence of  temperature on the properties of  
the Langmuir monolayer was studied in the range 
from 10 to 30°C with a step of  4°C. The subphase 
temperature was controlled by a Brinkmann Lauda 
RC6 RCS thermostat with an accuracy of  ± 0.1°C.
2.2. analysis of the compression isotherms

In the Langmuir-Blodgett technology, the state of  
the monolayer is described by the compression 
isotherm π-A, which reflects the ratio between the 
surface pressure of  the barrier π and the molecule 
mean area A at a constant temperature T. It should 
be noted that the phase state of  the amphiphilic 
substance monolayer localized at the "subphase-gas" 
interface is determined by the adhesive-cohesive 
balance of  forces in the "subphase-monolayer" 
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system and depends on the nature of  the substance 
and the structure of  its molecules, temperature T, 
and subphase composition [28]. The linear sections 
on the π-A compression isotherm, corresponding to 
the compression of  the monolayer in different phase 
states, are characterized by the area per molecule in 
the monolayer obtained by extrapolating the linear 
section to the abscissa axis (π = 0 mN/m). Thus, 
gaseous, liquid-expanded, tilted-condensed, and 
untilted-condensed phases of  the monolayers are 
distinguished on the compression isotherm. These 
monolayers are in different states of  aggregation.

The next parameters were used to assess the 
effect of  temperature on the compression isotherms 
[15,29]:

AC0 and AL0 are the molecule mean area of  
AA molecule in the untilted-condensed, and tilted-
condensed phases of  a pure monolayer, respectively, 
and AC0 = 20.1 Å, AL0 = 23.5 Å at T = 22°C;

ACN and ALN are the molecule mean area 
of  AA molecule in a monolayer formed on 
a subphase with dissolved Ni2+ ions in the 
untilted-condensed, and tilted-condensed phases, 
respectively, and ΔAd = ACN – AC0;

ΔA0 is the length of  the area of  the tilted-
condensed phase of  the AA monolayer on the 
compression isotherm. It is determined as ΔA0 = 
AL0 – AC0, ΔAN = ALN – ACN;

kC and kL are the compression modulus of  the 
monolayer in the untilted-condensed, and tilted-
condensed phases, respectively.

The approach proposed by Vollhardt and 
Feinerma was used for quantitative assessment of  kC 
and kL [28]. This approach is based on the assumption 
that the change in the slope of  the linear sections 
of  the compression isotherm corresponds to phase 
transitions in the monolayer. In this case, the change 
in compression modulus (k) of  the monolayer can 
be estimated from:

0 .dk A
dA
π

= −  (1)

Here A0, A, π, are the area occupied by the 
molecule in the corresponding phase, the molecule 
mean area, the surface pressure, respectively.

The phase transition points appearing at the 
formation of  a monolayer and the values of  the 
corresponding molecule mean areas per molecule 
are usually determined using the dependence of  the 
change in k versus A [30].

2.3. morpholoGy studies of the monolayers 
transferred onto the solid surface

Monolayers formed at a surface pressure of  35 
mN/m were transferred using the Langmuir-
Schaeffer method onto the surface of  a hard 
glass coverslip with a size of  24 mm×24 mm and 
a roughness of  ~0.6 nm (Carl ROTH Gmbh & 
Co, Germany). In this case, the monolayer is in 
the untilted-condensed phase at any temperature. 
Atomic force microscopy (AFM) Integra Spectra 
probe station (NT-MDT, Russia) was used to study 
the morphology of  AA monolayers modified with 
NiArch clusters. Before AFM measurements, the 
samples were stored in a desiccator for 24 h at 
room temperature to evaporate water. AFM scans 
of  40 µm×40 µm and 5 µm×5 µm were used for 
the estimation of  the NiArch cluster average area 
and its thickness, respectively. AFM images were 
analyzed using the ImageJ v.1.53e and Gwyddion 
v.2.61 programs. It allowed to perform statistical 
processing and determining the average geometric 
parameters of  the cluster.

3. RESULTS AND DISCUSSION
3.1. influence of ni2+ ions

Compression isotherms of  AA monolayers formed 
on the surface of  the aqueous subphase at T = 
22°C in the presence and the absence of  dissolved 
Ni2+ ions are shown in Fig. 1. Adsorption of  
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Fig. 1. Typical compression isotherms of  AA monolayer 
on the surface of  aqueous subphase consisted of  (1) 
pure water and (2) aqueous solution of  NiCl2 (4mM) 
obtained at T = 22°C. Points (I) and (II) indicate the 
phase transitions from coexisting of  the gaseous and 
liquid-expanded phases to tilted-condensed phase (I) and 
from tilted-condensed to untilted-condensed phase (II) of  

the film, respectively.
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Ni2+ ions from the subphase with a NiCl2 powder 
concentration not exceeding 1 mM affects the 
behavior of  compression isotherms but does not 
lead to significant changes in the morphology 
of  AA monolayers at any temperature of  the 
subphase [30,31]. In this regard, the concentration 
of  Ni2+ ions in the subphase was fixed at the 
level of  4 mM. It is necessary to note that the 
incorporation of  nickel ions into the monolayer is 
as follows. The water-soluble salt NiCl2 dissociates 
into Ni2+ and 2Cl- ions. This process leads to the 
formation of  water-insoluble hydroxide Ni(OH)2 
at an acidity above 7 [32]. At lower acidities, the 
complex compound Ni(OH)2 is formed, which was 
observed in the present work. Negatively charged 
AA-ions are formed as a result of  the polarization 
of  the hydrophilic parts of  AA molecules at their 
interaction with water molecules. This leads to 
the formation of  a nickel arachinate salt (NiArch) 
and an increase in the area occupied by one AA 
molecule in the untilted-condensed phase (A0) [32]. 
For this reason, Ni can be attributed to the group 
of  metals, the use of  which has an expanding effect 
when it is adsorbed by a Langmuir monolayer.

Points (I) and (II) correspond to the phase 
transitions in the AA monolayer coexisting of  
the gaseous and liquid-expanded phases – "tilted-
condensed phase" (I) and "untilted-condensed 
phase" (II). The adsorption of  Ni2+ ions in the 
LB film from the subphase leads to an increase 
in the area occupied by the AA molecule by 
3.6% (from 20.1 Å2 to 20.9 Å2) and decrease in 
the length of  the tilted-condensed phase region 
by 32%. The decrease in the length of  the liquid 
phase region on the compression isotherm during 
the adsorption of  Ni2+ ions agrees with the results 
of  [18,30]. 

The presence of  Ni2+ ions affects the average 
area occupied by an AA molecule in the untilted-
condensed phase of  a monolayer (AC0). This 
change is more noticeable than the change in 
the molecule mean area in the tilted-condensed 
phase of  the monolayer (AL0). The change in 
the areas occupied by the AA molecule in the 
pure monolayer and the monolayer modified 
with NiArch clusters is 0.8 Å2 and 0.2 Å2 for the 
untilted-condensed and tilted-condensed phases 
of  the AA monolayer, respectively.

3.2. influence of temperature on the 
isotherms

Compression isotherms of  AA monolayers formed 
on the subphase without dissolved Ni2+ ions at 
different subphase temperatures are shown in 
Fig. 2. It can be seen that a change in the subphase 
temperature from 10°C to 26°C leads to a change 
in the monolayer collapse pressure from 60 to 52 
mN/m, and the molecule mean area (A0) does not 
change. An increase in temperature to 30°C leads 
to a decrease in A0 to 20.0 Å2 and an increase in 
the length of  the tilted-condensed phase of  the AA 
monolayer from 1.9 Å2 to 4.4 Å2. A similar effect 
of  decreasing the monolayer collapse pressure and 
the A0 value was described earlier for monolayers of  
CdSe quantum dots stabilized with oleic acid. This 
effect was explained by a decrease in monolayer 
stability due to an increase in the thickness of  the 
quiescent layer [33].

Compression isotherms of  AA monolayers 
formed on the subphase in the presence of  Ni2+ 
ions (a) and the dependences of  changes in their 
compressibility modulus on the area occupied by 
one AA molecule (b) at various temperatures are 
shown in Fig. 3. Two linear segments corresponding 
to the transition of  the AA monolayer from the 
coexisting of  the gaseous and liquid-expanded 
phases to the tilted-condensed phase (I-II) and 
from the tilted-condensed to the untilted-condensed 
phase (III-IV) are shown in Fig. 3b. The line segment 
II-III in Figures 3a and 3b has corresponded to the 
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Fig. 2. Compression isotherms of  arachidic acid monolayers 
formed at the different subphase temperature in the absence of  

dissolved Ni2+ ions.
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tilted-condensed phase of  the AA monolayer. The 
temperature influence on the AA monolayers with 
embedded NiArch nanoparticles is presented in 
Table 1. It is possible to see that an increase in the 
subphase temperature reduces the length of  the 
tilted-condensed phase region and the difference 
between the molecule mean areas of  AA molecules 
in the monolayer. In this case, the compression 
modulus of  the tilted-condensed and untilted-
condensed phases of  the AA monolayer increases.

From Fig. 3b it is possible to see that an increase 
in the temperature of  the subphase leads to an 
increase in the slope of  the section of  the II-III 

compression isotherm at the T = 30°C. This is due 
to the change of  the monolayer phase from the 
tilted-condensed phase of  the AA monolayer at the 
subphase temperature T = 10°С and 22°С to the 
liquid-expanded phase at T = 30°С. Such behavior 
can be associated with an increase in the contribution 
from the interaction of  the head groups of  surfactant 
molecules with each other to the intermolecular 
interaction in the monolayer during its compression 
[34-36] and a decrease in the length of  the tilted-
condensed phase region of  the monolayer on the 
compression isotherm (ΔA0) [37,38]. The described 
effect is associated with the appearance of  NiArch 
clusters under the AA monolayer [39]. Compression 
of  the AA monolayer leads to a change in the distance 
between Ni clusters and the formation of  their 
aggregates under the surface of  the subphase. This, 
in turn, leads to the appearance of  inhomogeneity in 
the distribution of  surface pressure. As a result of  
the subphase heating, the number of  new points of  
NiArch clusters growth increases, and the type of  
the liquid phase of  the AA monolayer changes.

A change in the temperature of  the subphase 
also affects the untilted-condensed phase of  the AA 
monolayer. Thus, an increase in the temperature of  
the subphase leads, on the whole, to a change in the 
properties of  the AA monolayer itself. It can be seen 
that the ACN reaches the maximum value at 30°C and 
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Fig. 3. (a) Influence of  the subphase temperature on the compression isotherms of  AA monolayer in the presence of  Ni2+ 

ions in the subphase (4mM). (b) The compression isotherms were obtained using the subphase with 10°C, 22°C, and 30°C 
temperatures. The segments I-II and III-IV in Fig. 3b are corresponded to the transition of  the AA monolayer from the 
phase of  coexisting of  the gaseous and liquid-expanded phases to the tilted-condensed phase and from the tilted-condensed to 
the untilted-condensed phase, respectively. The linear segment II-III in Figures 3a and 3b is corresponded to the tilted-condensed 

phase of  the AA monolayer.

Table1
The temperature influence on the AA monolayers 

with embedded NiArch nanoparticles: the difference 
between mean area of AA in the pure monolayer and 
in the monolayer modified by NiArch (ΔAd), length of 

liquid phase (ΔA0), monolayer compressibility modulus 
in untilted-condensed (kC) and tilted-condensed (kL) 

phases.

Tempe-
rature,

°С

Condensed phase Liquid phase
∆A0, Å

2 ∆Ad, Å
2

ACN, Å2 kC×10–3mN/m ALN, Å2 kL×10–3mN/m

10 20.2 0.4 22.3 5.5 2.1 0.8

14 20.4 0.5 22.5 5.9 2.1 1.0

18 20.6 0.7 22.7 6.7 2.1 1.2

22 20.9 0.8 22.9 6.7 2.0 1.5

26 20.9 0.6 21.6 3.5 0.7 1.6

30 21.0 0.4 21.5 2.5 0.5 1.6
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kC reaches the minimal value at 22°C (Table 1). For 
the untilted-condensed and tilted-condensed phases, 
the values of  kC and kL take maximal values at 
temperatures of  10°C and 30°C (Table 1). This can be 
explained as follows. It is well known that the rate of  
a chemical reaction has an exponential temperature 
dependence [40]. In our case, a decrease in the 
temperature of  the subphase leads to a slowdown 
in the reaction rate of  the formation of  NiArch. In 
this regard, the properties of  the NiArch monolayer 
slightly differ from the properties of  the AA 
monolayer. An increase in the subphase temperature 
leads to an increase in the efficiency of  the exchange 
reaction and an increase in the homogeneity of  the 
monolayer due to the appearance of  new centers of  
growth of  NiArch clusters [34,41].
3.3. morpholoGy of lb films based on aa 
monolayers with niarch clusters

The images of  the AA LB film and its profile 
line height are shown in Fig. 4. The film has a 
homogeneous morphology with alterations in 
profile height close to 2 nm that is comparable 
with the length of  the AA molecule 2.25 nm. The 
defects in the film are explained by the structural 
rearrangements in the film during its drying.

The length of  the tilted-condensed phase 
region on the compression isotherm (ΔA0) is 
one of  the most important parameters of  a 
monolayer. Its analysis makes it possible to judge 
the intensity and efficiency of  the salt formation 

reaction in the monolayer. From Table 1 it can be 
seen that the most dramatic change in ΔA0 occurs 
at a subphase temperature above 26°C. This may 
be related both to the appearance of  new growth 
centers of  NiArch clusters and to a change in their 
size with an increase in the subphase temperature. 
The investigation of  the surface morphology 
of  LB films based on AA with NiArch clusters 
formed at different subphase temperatures was 
performed to this effect study.

The typical images of  the surface of  the 
obtained LB films based on AA monolayers with 
NiArch nanoparticles formed at different subphase 
temperatures are shown in Fig. 5a. The right part 
of  Fig. 5a shows an enlarged image of  a group of  
NiArch clusters. The inset of  Fig. 5a shows the 
surface profile of  one NiArch cluster. The NiArch 
cluster is a cylindrical particle with a large aspect 
ratio between height and width.

An increase in the subphase temperature leads 
to an increase in the total number of  NiArch 
clusters (Fig. 5b). The series of  7 images of  the 
film surface morphology with dimensions of  
40×40μm were obtained to construct a histogram 
of  the distribution of  the number of  particles by 
size. Series were obtained for the films formed 
at subphase temperatures of  10°C, 14°C, 18°C, 
22°C, 26°C, and 30°C. The histograms were 
constructed by using mathematical processing 
each of  the obtained images. Such a histogram 

NANOSYSTEMS

Fig. 4. An AFM image of  AA LB film formed at 22°C on the water subphase in the absence of  Ni2+ ions (a) and the 
film profile line (b).
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for T = 22°C is shown in Fig. 5c. There are two 
peaks corresponding to NiArch clusters with an 
area of  1 and 0.01 µm2. The number of  particles 
with an area of  more than 1 µm2 and less than 
0.01 µm2 was less than 0.05%.

In this regard, NiArch clusters with an area 
of  only 1 µm2 and 0.01 µm2 were analyzed. The 
histograms were fitted with a Gaussian distribution 
(Fig. 5d). It can be seen that at a subphase temperature 
of  10°C, the number of  NiArch clusters with an area 
of  1 µm2 and 0.01 µm2 is the same. An increase in 
the subphase temperature leads to an increase in the 
number of  NiArch clusters with an area of  0.01 µm2 
and a decrease in the number of  NiArch clusters 
with an area of  1 µm2. At a subphase temperature of  
30°C, the number of  NiArch clusters with an area of  
1 µm2 becomes minimal.

The temperature dependences of  the geometric 
dimensions and areas occupied by NiArch 
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clusters in the formed LB films are presented in 
Fig. 6. Despite an increase in the number of  the 
NiArch clusters upon subphase heating (Fig. 5b), 
the area occupied by NiArch clusters decreases 
(Fig. 6a). As the subphase temperature increases, 
the average thickness of  the NiArch cluster first 
increases, reaches a maximum at 22°C, and then 
decreases (Fig. 6b). The average area of  NiArch 
clusters also decreases monotonically with 
temperature increasing (Fig. 6c).

The change in the number and average size of  
NiArch clusters with an increase in the subphase 
temperature can be explained by the next reasons. 
As the temperature rises, the efficiency of  the 
exchange reaction between the Ni2+ ions in the 
subphase and the polar part of  the AA molecule 
(carboxyl group) increases. Consequently, the 
number of  new cluster growth centers increases. 
In this case, the dissolution rate of  clusters also 

Fig. 5. (a) An example of  AFM image of  LB film with NiArch clusters formed at the subphase temperature of  22°C; (b) 
influence of  subphase temperature on numbers of  particles per one area init; (c) typical histogram of  particles size distribution; 

(d) Changing of  the relative number of  NiArch clusters with an occupied area of  0.01 μm2.
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increases at high temperatures, which leads to 
a decrease in their average area. The subphase 
heating leads to decreasing cluster sizes (area 
and thickness). It was found that the horizontal 
and vertical dissolution rates of  the cluster are 
different. During growth, the cluster is assembled 
from nuclei of  different sizes; therefore, the 
cluster assembled from them will have a dendrite-
like structure with a non-uniform thickness. For 
this reason, when a cluster is dissolved, the fine 
fractions located on its periphery first dissolve. 
This explains the decrease in the area of  clusters 
and the change in the ratio of  the number of  
clusters with areas of  0.01 µm2 and 1 µm2. The 
dissolution rate of  the cluster in thickness is lower, 
which is explained by the presence of  a highly 
porous dendrite-like structure of  the cluster.

These effects can be described by the theory of  
homogeneous nucleation, which is used to analyze 
the growth of  clusters [36]. This approach implies 
the existence of  a minimum lifetime of  clusters 
during which they dissolve or aggregate to form a 
stable particle. In this work, the concentration of  
Ni2+ ions in the subphase is far from the saturated 
concentration. This leads to an insignificant 
probability of  the appearance of  nickel derivatives 
in the volume of  the subphase. At the same time, 
the change in the concentration of  Ni2+ ions in the 
interfacial layer occurs as a result of  the compression 
of  the AA monolayer with NiArch clusters by 
movable barriers. This process leads to the formation 
of  NiArch aggregates at the layer boundary. The 
described effect allows us to consider the system 
"Langmuir monolayer – the surface layer of  the 
interface" as a supersaturated solution (Fig. 7) [40].

In the near-surface layer, due to the adsorption 
of  Ni2+ ions by an AA monolayer and its further 
compression, conditions for an increase in the local 
concentration of  nickel are created. Due to this 
effect, surface NiArch aggregates are formed at the 
water-air interface. These aggregates are the seeds for 
the further growth of  clusters. The reaction of  the 
formation of  NiArch clusters proceeds continuously 
from the moment the solution of  AA is placed on 
the surface of  the aqueous subphase. At that, an 
increase in the temperature of  the subphase leads to 
an increase in the rate of  the above reaction. In this 
regard, there is an increase in the number of  points 
of  growth of  NiArch clusters.

Fig. 6. The dependencies of  (a) film area covered by NiArch clusters, (b) average thickness of  NiArch clusters, and (c) 
average NiArch clusters area (c) on subphase temperature.

Fig. 7. Schematic illustration of  volume and interfacial 
layer of  water subphase. "a." is an interfacial layer, "b." is a 
volume of  subphase, 1 are Ni2+ ions that were reacted with 
AA molecule and formed a NiArch cluster, 2 are Ni2+ ions 
that were not reacted with acid molecules and could diffuse 

from interfacial layer to the subphase.
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A decrease in the temperature of  the subphase 
leads to a decrease in the limiting solubility of  
the nickel chloride salt and a decrease in the 
dissolution rate of  nickel arachidate in the 
subphase. In this case, the compression of  
barriers leads to an increase in the average area 
of  NiArch clusters due to their aggregation. The 
simultaneous influence of  these factors leads to 
the achievement of  the critical size of  NiArch 
nuclei when the dissolution process stops.

4. CONCLUSION
The process of  formation of  clusters of  nickel 
salts under a Langmuir monolayer of  arachidic acid 
(AA) at different temperatures was studied, and 
the morphology of  the corresponding LB films 
transferred onto a solid substrate was analyzed. It 
was shown that the change in the number of  growth 
centers of  nickel arachidate (NiArch) clusters under 
the Langmuir AA monolayer can be controlled by 
the subphase temperature change. It was found that 
an increase in the subphase temperature in the range 
from 10°C to 30°C leads to a change in the type of  
the liquid phase of  the AA monolayer with included 
NiArch clusters and to a decrease in the length of  
the liquid phase region of  the AA monolayer on 
the compression isotherm. An AA monolayer with 
incorporated NiArch clusters is in a tilted-condensed 
phase at a subphase temperature of  10°C. An increase 
in the temperature of  the subphase to 30°C leads to 
a change in the monolayer phase condition from the 
tilted-condensed phase to the liquid-expanded phase. 
This effect can be associated with an increase in the 
number of  growth points of  NiArch clusters under 
the AA monolayer with an increase in the subphase 
temperature to 30°C.

It was found that an increase in the subphase 
temperature leads to an increase in the number of  
NiArch clusters in the LB AA film and a decrease 
in their size. An increase in the number of  NiArch 
clusters can be associated with an increase in the 
number of  points of  their growth with an increase 
in the temperature of  the subphase. Reducing 
the cluster size, i.e. its average area and thickness 
is associated with an increase in the dissolution 
rate of  NiArch nuclei in the subphase during its 
heating. The process of  changing the size of  a 
cluster can be described in terms of  the theory 
of  nucleation in colloidal solutions. This theory 

can be applied to our case, taking into account 
that the nucleation process was localized directly 
under the monolayer. The factor initiating the 
process of  cluster formation is the change in the 
intermolecular distance upon compression of  the 
monolayer by barriers. This leads to a change in 
the local concentration of  NiArch molecules in 
the surface layer and the appearance of  NiArch 
clusters with different sizes. Some of  these 
clusters do not dissolve completely, because their 
size is large enough and they can to absorb smaller 
clusters. In general, this leads to an increase in 
the number and average size of  NiArch clusters. 
However, an increase in the subphase temperature 
accelerates the dissolution of  both large and small 
clusters. The distribution of  NiArch clusters in 
the formed film was random. However, using 
the magnetic properties of  nickel, they can be 
structured using external magnetic fields. Using 
the magnetic properties of  NiArch clusters will 
make it possible to purposefully control the 
distribution of  NiArch clusters in a Langmuir 
monolayer by an external magnetic field during 
its formation.

The results obtained are of  great importance for 
the creation of  multilayer composite coatings with 
controlled properties. These coatings can be further 
used as sensitive coatings for acoustic and electronic 
sensors.
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Abstract: The work examined the sensor properties of  a biofilm based on phospholipid molecules 
1,2-dipalmitoyl-sn-glycero-3-phosphoethanolamine with immobilized molecules of  the enzyme 
alcohol oxidase to vapors of  ethyl and isopropyl alcohols. The immobilization of  alcohol oxidase 
enzyme molecules was carried out using a Langmuir monolayer process of  phospholipid molecules. 
The sensor coating was obtained using the Langmuir-Schaeffer technology, in which the substrate 
is oriented parallel to the monolayer. The analysis of  microimages of  the film surface obtained by 
atomic force microscopy, allows to present of  enzyme molecules in it was established. The study of  
the sensory properties of  the formed coatings was carried out using acoustoelectronic technology. 
The presence of  the enzyme in the sensor coating led to an increase in the amplitude and phase 
responses of  the acoustic delay line when interacting with vapors of  the detected substance. The 
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1. INTRODUCTION
The active development of  the medical 
and chemical industry requires the creation 
of  new effective systems of  technological 
parameters process flow monitoring. The 
slightest change in the concentration of  
precursors and chemical reagents can take 
a significant influence on the result of  
the technological process. In addition, the 
slightest leakage of  certain chemicals can 
have toxicological effects on plant personnel 
and the environment. Such substances 
include saturated monohydric alcohols, 
which have a wide variability of  effects on 
the human body [1,2]. In this regard, the 
task of  determining the concentration of  
alcohol vapors in the environment becomes 
particularly relevant.

There are two types of  most commonly 
used sensors for determining alcohol 
vapors in the gas phase. The first is an 
optical type of  sensor, based on changes in 
the absorption and refractive coefficients 
of  the sample being studied. The second 
type of  sensors is based on changes in the 
electrical conductivity of  the system. The 
main disadvantage of  both types of  sensors 
is their low selectivity and difficulty in 
determining the elemental composition of  a 
mixture of  different alcohols [3,4]. Carrying 
out enzymatic reactions on a touch coating 
is one of  the ways to solve this problem [5].

There are a number of  techniques that 
allow the immobilization of  enzyme molecules 
in the sensor layer [6-8]. One of  the effective 
approaches is the Langmuir-Blodgett 
method, which allows the formation of  a 
highly ordered film of  surfactant molecules 
with the simultaneous immobilization of  
enzyme molecules in it [9,10]. Such films 
can be used as a sensitive touch coating in 
the manufacture of  various types of  sensors 
[11]. A promising direction in sensors is the 

use of  acoustoelectronic technologies, which 
are based on changes in the characteristics of  
an acoustic wave when interacting with the 
external environment.

In an acoustoelectronic device, an 
acoustic wave propagates in a sound pipe, 
the surface of  which is in contact with 
the environment. With a certain change in 
the gas composition in the environment, 
the characteristics (amplitude, phase, 
speed) of  the acoustic wave in the sound 
pipeline change, which are recorded by the 
measuring device [12]. A fairly common 
acoustoelectronic device is an acoustic 
delay line (ALD), in which a gas-sensitive 
sensor coating is located on the surface 
of  a piezoelectric sound pipe between an 
electrode system of  interdigital transducers 
(IDTs) [13,14]. The parameters of  the 
acoustic wave in the delay line (amplitude, 
frequency, phase, speed) depend quite 
strongly on the properties of  the sensor 
coating. Almost all acoustoelectronic sensors 
are based on this principle. Thus, changes in 
the properties of  the sensor coating when 
interacting with the external environment, 
for example, such as density, elasticity, 
viscosity, conductivity, are the basis for the 
development of  acoustoelectronic sensors 
for various purposes.

The use of  this technology using LB films 
with immobilized proteins as a sensor coating, 
which biochemically selectively interact with 
various organic and inorganic substances, 
makes it possible to create a whole family of  
various new generation enzymatic biosensors 
[15-18].

The purpose of  this work was to study the 
sensory properties of  a film of  phospholipid 
molecules (1,2-dipalmitoyl-sn-glycero-3-
phosphoethanolamine – DPPE) with the 
immobilized enzyme alcohol oxidase (AO) to 
vapors of  ethyl and isopropyl alcohol.
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2. EXPERIMENTAL PART
2.1. creation of sensor cover based 
on the lanGmuir-blodGett films with 
immobilized enzyme alcoholoxidaze

To form Langmuir-Blodgett films and 
immobilize the enzyme in them, a 
solution of  1,2-dipalmitoyl-sn-glycero-3-
phosphoethanolamine (DPPE, 99%, Sigma 
Aldrich) in chloroform (99%, Sigma Aldrich) 
with a concentration of  10–3 was used M/l. 
The formation of  a multilayer DPPE film with 
immobilized AO enzyme was performed on 
an LB Trough Nima KSV KN2001 installation 
(Nima KSV, Finland) at an aqueous subphase 
temperature of  22°C. An aqueous solution of  
AO molecules with an enzyme concentration 
of  0.015 mg/ml was used as a subphase.

The formation of  a sensor coating based on a 
Langmuir-Blodgett multilayered films of  DPPE 
phospholipid molecules with an immobilized 
enzyme occurred according to the following 
procedure. A 60 μL aliquot of  a DPPE solution 
in chloroform was dropped onto the surface 
of  the aqueous subphase. After 120 minutes 
allocated for the adsorption of  the enzyme on 
the surface of  the aqueous subphase [19], the 
DPPE monolayer was compressed by movable 
barriers with a constant rate of  area decreasing 
equal to 1.5 cm2/min. During the compression 
of  the monolayer by movable barriers, the 
dependence of  the surface pressure on the area 
occupied by one molecule in the monolayer 
(compression isotherm) was automatically 
recorded. Compression isotherms of  DPPE 
monolayers formed on the aqueous subphase 
in the presence and absence of  dissolved 
AO molecules are shown in Fig. 1. To assess 
the effect of  AO enzyme adsorption on the 
surface properties of  monolayers, parameters 
such as specific area per molecule in the liquid-
condensed phase were used monolayer (A0) 
and monolayer compression modulus (k) [20]. 
The quantity A0 is numerically equal to the 

coordinate of  the intersection point of  the 
straight line drawn through the condensed 
phase of  the monolayer and the abscissa axis. 
The monolayer compression modulus (k) is 
determined from the following relation:

0 ,dk A
dA
π

= −  (1)

where A0, A, π are the specific area per 
molecule in the non-tilted condensed phase of  
the monolayer, the specific area per molecule 
and surface pressure, respectively.

The transfer of  the formed monolayers 
to solid substrates was carried out using 
the Langmuir-Schaeffer method (horizontal 
lift) at the surface pressure value of  40 
mN/m. The substrate oriented parallel to 
the monolayer was take into a contact with 
the water surface, and the monolayer was 
adsorbed on the surface of  the substrate. The 
process of  monolayer transfer was repeated 
after the drying of  the formed films during 
the 10 minutes. So a six-layer film with 
immobilized enzyme molecules was formed. 
The plates of  lithium niobate plates and mica 

Fig. 1. Compression isotherms of  a DPPE monolayer on a 
subphase in the absence (a) and at the presence of  dissolved 
AO enzyme molecules (b), where I, II, III and IV are the 
gas, liquid-expanded, liquid-condensed and condensed phases 

of  the monolayer, respectively.



310

No. 3 | Vol. 15 | 2023 | RENSIT

NANOSYSTEMSILIYA A. GORBACHEV, ANDREY V. SMIRNOV

plates were used as substrates. The process 
of  transferring a Langmuir monolayer onto 
a solid substrate is schematically shown in 
Fig. 2.

Drying of  the sensor coatings was 
carried out for 2 hours in a desiccator. 
Since the sensitive film was formed on the 
entire surface of  the plate, after the LB film 
had dried, the electrode structures of  the 
acoustic delay line were mechanically cleaned 
using chloroform (99% Sigma Aldrich) and 
ethyl alcohol (95% Sigma Aldrich). The 
formed coating was localized in the space 
between the transducers and did not affect 
the process of  excitation and recording of  
the acoustic wave.

2.2. studyinG by atomic force microscopy 
of the formed sensor coverinG 
morpholoGy

The morphology of  DPPE films with 
immobilized AO enzyme transferred onto 
mica substrates was studied by atomic force 
microscopy using an NT-MDT Solver setup 
(Russia, Zelenograd, NT-MDT). Scanning was 
carried out in intermittent contact mode with a 
frequency of  1 Hz. NSG10 probes (NT-MDT, 
Russia) with a radius of  curvature of  the probe 
tip of  10 nm were used for scanning. Surface 
images obtained from studying the films are 
shown in Fig. 3.

To quantify the properties of  the film 
surface, the average film roughness (Ra) was 

Fig. 3. Images of  the surface of  the DPPE film formed in the absence (a) and in the presence (b) of  AO enzyme molecules 
dissolved in the subphase, and the profile line of  the film surface with included aggregates of  enzyme molecules (c).

Fig. 2. Schematic representation of  the process of  forming a sensor film using the Langmuir-Schaeffer technology (a. – 
immersion of  the substrate, b – separation of  the substrate from the surface of  water with an adsorbed monolayer), where I is 
a monolayer with immobilized AO enzyme molecules, II is an aqueous subphase with a dissolved enzyme AO, III–substrate.
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calculated. The calculation was performed 
automatically using software Gwyddion 2.62 
[21,22].
2.3 studyinG of the sencoric properties 
of the created films by acoustic 
electronic method

2.3.1. creatinG an acoustic delay line

The acoustic delay line was formed on a 
piezoelectric substrate made of  lithium 
niobate 128YX, dimensions 25×15 mm 
and thickness 2 mm. Electrode structures 
in the form of  interdigitated converters 
(IDTs) were manufactured using maskless 
photolithography and magnetron sputtering 
of  aluminum. Fig. 4a shows an optical 
image of  the formed electrode structures 
of  the acoustoelectronic delay line obtained 
using an OlympusLext laser confocal 
scanning microscope. Transducer aperture 
A = 9 mm, distance between transducers 
L = 10 mm. The operating wavelength 
is determined by the distance between 
adjacent IDT electrodes and was 200 μm. 
Each interdigitated transducer contained 
20 pairs of  pin electrodes. Fig. 4b shows a 
schematic representation of  the area where 
the sensitive coating is located on the surface 
of  the delay line.

Fig. 5 shows the amplitude-frequency 
dependences of  the S12 parameters of  the 
acoustic delay line in the absence of  a coating, 
with a DPPE coating formed, and with a 
DPPE+enzyme coating.

It is clear from the graphs that the coating 
does not have a significant effect on the type 
and level of  the acoustic signal.
2.3.2. measurinG stand for biosensor 
research

The study of  the gas-sensitive properties of  
the formed coatings was carried out using an 
automatic measuring complex. It schematic 

Fig. 4. Optical image of  the electrode structures of  the created delay line (a), schematic image of  the location of  the sensitive 
sensor coating on the surface of  the lens (b).

Fig. 5. Frequency dependences of  the S12 delay line parameters 
in the absence of  a coating (1), with a formed DPPE coating 

(2) and a DPPE+enzyme coating (3).
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representation is provided in Fig. 6. The 
flow of  clean, dried air from the clean air 
generator (1) is supplied through stainless 
steel lines to flow meters (2) and (3), the 
flow meter (2) regulates the flow of  dry 
air used to purge the measuring chamber 
and diluting the test gas mixture flow. The 
flow meter (3) regulates the flow of  dry air 
supplied to the aerator (pore size 20 microns) 
of  the bubbler (4). When bubbling, dry air 
is saturated with vapors of  the test liquid 
(propanol and ethanol) and at the outlet 
of  the bubbler a mixture of  dry air and 
vapors of  the test substance is obtained at a 
concentration close to saturated. Adjusting 
the ratio of  gas flows passing through flow 
meters (2) and (3) made it possible to supply 
a gas mixture with the desired concentration 
of  the test substance into the measuring 
chamber (5). Using a Tektronix TTR-506A 
vector network analyzer and a personal 
computer, changes in the acoustic signal 
were recorded when exposed to different 
concentrations of  the tested substances.

Detailed information on the measuring 
stand is presented in the works: [15,23].

3. RESULTS AND DISCUSSION
3.1. effect of adsorption of the 
enzyme alcohol oxidase on the surface 
properties of dppe monolayers

Fig. 1 shows compression isotherms of  
DPPE monolayers formed on the subphase 
in the absence and presence of  dissolved 
AO enzyme. In the absence of  AO enzyme 
molecules dissolved in the subphase, 
phospholipid DPPE molecules form a stable 
monolayer. On the compression isotherm, 
gaseous, liquid-expanded (II), liquid-
condensed (III) and condensed phases (IV) 
can be distinguished. In the condensed 
phase, the values of  A0 and k take values 
of  25.2 Å2 and 106.68 mN/m, respectively. 
The addition of  dissolved AO enzyme 
molecules to the subphase affects the surface 
properties of  the DPPE monolayer, so A0 
increases to 35.7 Å2, and k decreases to 68.5 
mN/m. There is a shift in the compression 
isotherm towards larger areas occupied by 
one molecule. This effect is explained by 
the incorporation of  AO enzyme molecules 
into the Langmuir monolayer of  DPPE. In 
the presence of  AO molecules dissolved in 

Fig. 6. Schematic representation of  the measuring stand (1) clean air generator (2) dry air flow meter (3) dry air flow meter 
for supply to the bubbler (4), measuring chamber (5), vector network analyzer (6) and personal computer (7 ).
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the subphase, the gas phase-liquid-expanded 
phase phase transition occurs at large areas 
per molecule. This effect is associated with 
the adsorption of  AO molecules on the 
surface of  water, which leads to an increase 
in the total number of  molecules located on 
it [19]. A decrease in k and an increase in A0 
shows that the adsorption of  AO molecules 
has an expanding effect on the structure of  
the DPPE monolayer.

3.2. morpholoGy of lanGmuir-blodGett 
dppe films with immobilized alcohol 
oxidase (ao) enzyme

Fig. 3 shows images of  the surface of  a 
DPPE film formed in the absence and 
presence of  AO enzyme molecules dissolved 
in the subphase, obtained by studying it 
using atomic force microscopy. Multilayer 
Langmuir-Blodgett films have a developed 
morphology. This is due to the formation 
of  pores in the film during the evaporation 
of  water captured during the transfer of  
monolayers [15] on a solid substrate. In 
Fig. 3a it is seen the 6-layer DPPE film, 
formed on the subphase in the absence of  
dissolved AO molecules, has a developed 
surface with an average roughness of  about 
3 nm. The surface roughness of  a six-layer 
DPPE film with immobilized AO enzyme 
molecules is on the order of  5 nm. On the 
surface of  the film, individual aggregates 
of  AO enzyme molecules are visible with 
heights from 15 to 40 nm and occupied 
areas of  the order of  0.2 μm2. The minimum 
heights of  the observed aggregates are 
values comparable to the dimensions of  
the AO molecule, which are 10 nm×10 
nm×10.5 nm [24]. The presence of  adsorbed 
aggregates of  AO enzyme molecules leads 
to structural changes in the film, which 
leads to an increase in the roughness of  the 
film surface.

3.3. sensor properties of lanGmuir-
blodGett dppe films with immobilized 
enzyme alcohol oxides (ao)
The alcohol oxidase enzyme catalyzes the 
oxidation of  short-chain aliphatic alcohols to 
their corresponding aldehydes according to the 
following scheme [25]:

alcohol oxidase
2 2 2 2.RCH OH O RCHO H O+ → +  (2)

During reaction (2), a change in 
conductivity occurs in the region where 
the AO enzyme is localized. In the samples 
under study, the en enzyme is localized 
in the LB layer up to 15 nm thick, and a 
change in its conductivity will affect the 
electrical properties of  the acoustic wave 
probing it. Fig. 7 shows the concentration 
dependences of  the change in the amplitude 
of  the acoustic wave (∆S12) in the acoustic 
delay line at a frequency of  19.7 MHz during 
the interaction of  an air mixture containing 

Fig. 7. Concentration dependences of  the change in the 
amplitude of  the acoustic wave in the acoustic delay line at 
a frequency of  19.7 MHz for ethanol (a) and propanol (b) 
vapors for pure LZ, LZ with a deposited DPPE film and 
LZ with a deposited DPPE film with immobilized AO 

enzyme.
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various concentrations of  ethanol or 
propanol vapor with the formed sensor 
coatings.

The attenuation of  an acoustic wave in 
an acoustic laser without and with an applied 
coating that does not contain immobilized 
AO enzyme molecules when interacting 
with ethanol and propanol vapors is 0.15 dB. 
The presence of  immobilized AO enzyme 
molecules in the film coating leads to an 
increase in the attenuation of  the acoustic wave 
from 0.2 dB to 1.3 dB at 100% ethanol vapor 
content in the sample flow. The attenuation of  
an acoustic wave in an acoustic laser coated 
with a film coating with an immobilized AO 
enzyme upon interaction with propanol vapor 
is also 0.15 dB.

Fig. 8 shows the concentration dependences 
of  the change in the phase of  the acoustic wave 
in the acoustic delay line at a frequency of  19.7 
MHz for ethanol and propanol vapors for pure 

LZ, LZ with a deposited DPPE film, and LZ 
with a deposited DPPE film with immobilized 
AO enzyme. The impact of  propanol vapor on 
the LZ with an applied sensor coating without 
an enzyme and with an enzyme leads to a 
phase shift of  the acoustic wave by 2 and 3, 
respectively. Thus, the formed sensor coating 
has virtually no phase sensitivity to propanol 
vapor.

The effect of  ethanol vapor on a laser 
without a film coating leads to a change in the 
phase of  the acoustic wave by 3°. The presence 
of  a film coating on the surface of  the LZ 
without and with an immobilized enzyme leads 
to an increase in the maximum phase shift to 
14° and 19°, respectively. In this case, in the 
range of  ethanol vapor concentrations in the 
total sample flow from 0 to 20%, the presence 
of  a DPPE film with an immobilized enzyme 
leads to an increase in the phase response to 
2. Thus, it was shown that the formed sensor 
coating has selective sensitivity to ethanol 
vapor. The selectivity of  the formed sensor 
coating is based on the differences in the 
catalytic activity of  the AO enzyme used in 
relation to the alcohols used [26].

CONCLUSION
The work studied the morphology and 
sensory properties of  Langmuir-Blodgett 
films of  phospholipid DPPE molecules with 
immobilized AO enzyme molecules to vapors 
of  ethyl and isopropyl alcohols. The presence 
of  the AO enzyme in the formed film 
coatings was demonstrated using atomic force 
microscopy. In the course of  studying the gas 
sensitivity of  the formed sensor coatings, it was 
shown that LB films have the greatest sensory 
response to ethyl alcohol vapor. Thus, the 
maximum change in the amplitude and phase 
of  the acoustic wave in the acoustic delay line 
in the presence of  ethanol vapor was 1.5 dB 
and 19°, respectively. In this case, in the range 

Fig. 8. Concentration dependences of  the change in the phase 
of  the acoustic wave in the acoustic delay line at a frequency 
of  19.7 MHz for ethanol (a) and propanol (b) vapors for 
pure LZ, LZ with an applied DPPE film and LZ with a 

deposited DPPE film with immobilized AO enzyme.
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of  ethanol concentrations in the sample flow 
from 10 to 70%, the amplitude response has a 
character close to linear.

This allows us to conclude that it is 
possible to use this sensor coating to create 
an acoustoelectronic ethanol biosensor. 
Increasing the sensitivity of  such biosensors 
can be achieved by varying technological 
parameters such as the number of  layers in 
the film, as well as the amount of  immobilized 
enzyme in each layer.
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1. INTRODUCTION
Recently, of  increasing interest in ocean 
acoustics are works on holographic 
interferometry using the two-dimensional 
Fourier transform (2D-FT) of  the 
interferogram, which makes it possible to 
solve a wide range of  new problems in the 
hydroacoustic information processing field 
[1-3]. An interferogram is understood as 
the modulus square of  the received signal in 
frequency-time variables. The interferogram 
is characterized by a waveguide invariant [4], 
which determines the interference fringes 
slope. The slope establishes a relationship 
between the frequency shift of  the interference 
maxima of  the sound field and time (distance) 
while maintaining the phase difference 
between the interfering modes. The location 
geometry of  the localized bands is determined 
by the waveguide parameters, the speed and 
trajectory of  the sound source. At the output 
of  the integral transformation (hologram), the 
spectral density is localized in a narrow band 
in the form of  focal spots corresponding to 
the interference of  different numbers modes. 
The hologram records the amplitudes of  the 
interfering modes and the phase difference 
between them in all intermediate states that 
the source successively passes during the 
observation time.

In [1-3], it was assumed that the oceanic 
environment is homogeneous, i.e. its 
characteristics in the space-time domain 
are unchanged. In the hydrodynamic 
perturbations presence, the interferogram can 
be represented as the sum of  the unperturbed 
and perturbed waveguide interferograms. The 
2D-FT transformation is a linear process, 
which allows the hologram to be considered 
as a linear superposition of  the unperturbed 
and perturbed waveguide holograms. If  the 
spectral densities of  the unperturbed and 
perturbed holograms are separated, then 
the inverse 2D-FT transformation to the 

selected spectral densities makes it possible to 
observe the unperturbed and perturbed fields 
interferograms.

For the first time, successful separation 
of  the unperturbed and perturbed holograms 
was demonstrated by processing the data 
of  the SWARM-95 full-scale experiment on 
stationary paths [5,6], when intense internal 
waves (IIWs) caused horizontal refraction and 
interaction of  source acoustic field modes [7]. 
In [8,9], this effect was theoretically described 
and confirmed by the numerical simulation 
results, and the errors in reconstructing 
the unperturbed fields interferograms were 
estimated.

In this paper, generalizing the results 
of  [8], within the numerical simulation 
framework, we consider the holographic 
processing of  a moving source in the IIWs 
field, which determine the horizontal mode 
refraction. The IIWs effect on the error in 
reconstructing the distance, the radial velocity 
(velocity projection towards the receiver) of  
the source, and the interferogram of  the 
undisturbed field is estimated.

2. EXPERIMENTAL 
CHARACTERISTICS OF INTENSE 
INTERNAL WAVES IN SHALLOW 
WATERS
Intense internal waves are a hydrodynamic 
phenomenon that is widespread in the oceanic 
environment. In shallow water areas, they are 
trains of  intense short-period fluctuations 
of  the constant density water surface, 
interpreted as solitons trains that propagate 
in the coastline direction. The reason for 
their occurrence is due to internal tides [10]. 
According to experimental data, soliton trains 
are characterized by the following parameters: 
velocity u ~ 0.5-1 m/s, periods of  calm δL 
~ 5-10 km, length L ~ 2-4 km, period D 
~ 200-400 m (distance between crests of  
adjacent solitons), half-width η ~ 50-150 
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m, amplitude B ~ 10-30 m [11-13]. Soliton 
trains are characterized by: a) anisotropy 
in the horizontal plane, radius of  front 
curvature r = 15-25 km; b) quasi-sinusoidality 
in the propagation direction, i.e. spatial 
narrow spectrum; c) synchronism of  vertical 
displacements in depth, which indicates the 
dominance of  the first gravity mode. These 
properties determine the horizontal refraction 
of  source sound waves if  the acoustic path is 
located at a small angle to the wave front of  
the soliton train [14,15].

3. DESCRIPTION OF INTENSE 
INTERNAL WAVES
Let us assume that the velocity of  the soliton 
train is directed along the normal to the path 
located along the horizontal axis X. The 
soliton wavefront is assumed to be flat. In the 
absence of  oceanic medium perturbation, the 
waveguide is considered to be horizontally 
homogeneous with depth H. Unperturbed 
values are denoted by an overline, and 
perturbed ones by a tilde. With the notation 
made, the refractive index square

( ) ( ) ( )2 2 2, , , , , , ,qn x y z t n z n x y z t= +   (1)

where zq is the receiver depth, t is time, and 
the y-axis is perpendicular to the x-axis (right-
handed Cartesian coordinate system). The 
refractive index is understood as the ratio of  
the sound speeds on the surface z = 0 to the 
value of  the sound speed at the depth under 
consideration. According to [16]

( ) ( )( )( )2 2, , , 2 , .q qn x y z t QN z z y t= −  (2)

Here Q ≈ 2.4 s2/m is a constant determined 
by the water physical properties; N(z) is the 
buoyancy frequency; Φ(z) is the eigenfunction 
of  the first gravity mode, normalized to the 
eigenvalue at the reception depth; ζ(y,t) is 
the deviation of  the surface from the depth, 
where Φ(z) = 1. Due to the chosen geometry 
of  the problem, the right side of  expression 

(2) does not depend on the x coordinate. We 
write the envelope of  the soliton train ζ(y,t) 
when crossing the path as a sequence of  N 
different solitons with amplitudes Bn shifted 
relative to each other by a period Dn and 
propagating with velocities un

( ) ( )2

1

, sech / , 
N

n n n n
n

y t B y D u tς η
=

= − − −  ∑  (3)

where ηn is the half-width of  the n-th soliton 
at a level of  0.42 from the maximum [10]. 
The minus sign means that the perturbation 
of  the refractive index is directed towards the 
bottom.

Taking into account the smallness 2n  with 
respect to 2n , 2 2 ,n n

  the real part of  the 
horizontal wave number hm(x,z,t) (propagation 
constant) of  the sound field of  mode number 
m can be represented as

( ) ( ), , , , ,m m mh y z t h h y z t= +   (4)

where the linear correction within the 
framework of  perturbation theory [14] is 
determined by the expression

( ) ( ) ( )
2 2 20

0

, , , , . 
2

H

mm
m

kh y z t z n y z t dz
h

Ψ= ∫

  (5)

Here, 22
0

2
0/k cω=  is the squared wavenumber 

at depth z = 0, ω = 2πf is the cyclic frequency; 
(z)mΨ  is the eigenfunction of  the mth mode. 

Substituting (2) into (5), we obtain

( ) ( ), , , ,m mh y z t q y tς= −  (6)

where form

( ) ( ) ( )
2 2 20

0

H

mm
m

Qkq z N z z dz
h

= ΦΨ∫  (7)

is the dependence of  the propagation constant 
linear correction on the mode number. 
The applicability limits of  the perturbation 
method are limited by the solitons amplitudes 
on the order of  several tens of  meters, which 
are typical for shallow water areas [14].
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4. HOLOGRAM FORMATION
The field of  a broadband source is understood 
as the sound pressure in frequency-
time variables. Let us write the radiation 
interferogram of  a moving source as a modes 
sum
( )

( ) ( ) ( ) ( )( )

( )

2 *
0

, 

,  ,  exp

, ,    .

m n mn
m n

mn
m n

I t

S A t A t ih r wt

I t m n

ω

ω ω ω ω

ω

=

= + =  

= ≠

∑∑

∑∑
 (8)

where hmn(ω) = hm(ω) – hn(ω). Here S(ω) is 
the signal spectrum; Am(ω,t) is the amplitude 
of  the m-th mode; r0 is the initial distance at 
time t0 = 0, w is the source radial velocity. 
The superscript "*" denotes the complex 
conjugate value. Cylindrical divergence, 
modal attenuation, and source depths zs and 
receivers zq are taken into account in the mode 
amplitude. The modes number is M. The 
condition m ≠ n means that the mean value 
has been subtracted from the interferogram. 
If  this operation is not performed before 
applying the 2D-FT transformation, then an 
intense peak will appear on the hologram at 
the coordinates origin.

Let us apply to the interferogram (8) the 
2D-FT transformation

( ) ( ) ( )

( )

2

10

, , exp

, . 

t

mn
m n

mn
m n

F I t i t dtd

F

ω

ω

τ ν ω ν ωτ ω

τ ν

∆

=  −  = 

=

∑∑∫ ∫

∑∑

 



 (9)

Here τ and 2ν πν=  are the time and circular 
frequency of  the hologram; ω1,2 = ω0 ± ∆ω⁄2, 
∆ω is the band, ω0 is the spectrum average 
frequency; ∆t is the observation time. We 
restrict ourselves to the linear approximation 
of  the waveguide dispersion

( ) ( ) ( ) ( )0
0 0 .m

m m

dh
h h

d
ω

ω ω ω ω
ω

= + −  (10)

Assuming the amplitude spectrum of  
the signal |S| and the amplitude Am with 
frequency ω varying slowly compared to the 
rapidly oscillating factor exp[ihm(ω)(r0 + wt)], 

for the partial hologram ( , )mnF τ ν  (9) we 
obtain [2]
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where is the phase

( ) ( )0 0 0, .
2 2mn mn

t th w rντ ν τω ω∆ ∆   = − + +   
  

Φ




  (12)

In (11) the approximation 0 .r w t∆

Spectral density (9) is localized in two 
narrow regions in the form of  focal spots. They 
are located: in the first and third quadrants, 
if  the source approaches the receiver, w < 0; 
in the second and fourth quadrants, if  the 
source moves away from the receiver, w > 0. 
The localization region contains (M – 1) main 
maxima with coordinates ( ), ,µ µτ ν  located 
on a straight line .ν ετ=   Here, 1, 1Mµ = −  
is the focal spot number. At points with 
coordinates ( ), ,µ µτ ν  (M – μ) of  the main 
peaks are summarized. The slope coefficient 

2ε πε=  can also be represented in the form 
/ ,tε δω= − ∆  where δω is the frequency shift of  

the interferogram maximum over time δt. The 
linear dimensions of  focal spots ,  δτ δν  along 
the axes ,  τ ν  do not depend on their numbers 
and are equal: δτ = 4π⁄∆ω, 4 / tδν π= ∆  [2].

From the first focal spot closest to the 
origin, the radial velocity and initial distance 
are estimated as

1 1 0 1 1    ,,  w rw rκ ν κ τ= − =   (13)

where

( ) ( )

( ) ( )

1
1 1 0

1
1 1 0 .

1 , 

1 /

w M

r M

M h

M dh d

ω

ω ω

κ

κ

−

−

= −   

= −   
 (14)

The restored source parameters, in contrast 
to the true values, are indicated by a dot at the 
top.

VENEDIKT M. KUZ'KIN, SERGEY A. PERESELKOV, VLADIMIR I. GRACHEV, 
SERGEY A. TKACHENKO, NIKOLAY V. LADYKIN, MIKHAIL V. KUTSOV INFORMATION TECHNOLOGIES



321

RENSIT | 2023 | Vol. 15 | No. 3

Holographic processing is implemented as 
follows. During the observation time ∆t in the 
emission band ∆ω, J independent realizations 
of  duration t1 with a time interval t2 between 
them are quasi-coherently accumulated along 
the interference fringes: J = ∆t/(t1 + t2). 
Realizations are independent if  t2 > 2π⁄∆ω. An 
interferogram I(ω,t) is formed and the 2D-FT 
transformation is applied to it.

In general, the transformation of  a 2D-
FT function is completely different from 
the function itself. However, a hologram 
is an unambiguous representation of  an 
interferogram. The inversion, performed by 
inverse application of  the 2D-FT transform, 
reconstructs the interferogram.

5. NUMERICAL SIMULATION
To be able to compare the holographic 
processing results for the cases of  a stationary 
and moving source in the IIWs field, which 
determine the sound waves horizontal 
refraction, the simulation data are the same 
as in [8].

The depth distribution of  the sound speed 
is shown in Fig. 1. Two frequency ranges were 

considered: f1 = 100-120 Hz and f2 = 300-
320 Hz. Parameters of  the liquid absorbing 
bottom: density ratio of  soil and water ρ = 
1.8; for the first frequency range, the complex 
refractive index is n = 0.84(1 + i0.03), for 
the second, n = 0.84(1 + i0.05). In the f1 
frequency range, the field was formed by four 
modes, and in the f2 frequency range, by ten 
modes. Mode propagation constants hm(ω0) 
and their frequency derivatives dhm(ω0)/dω at 
mid-range frequencies f0 = 110, 310 Hz are 
given in Tables 1, 2.

At the initial time t0 = 0, the distance 
between the source and a single receiver 
x0 = 10 km, the source approaches the receiver 
along the horizontal axis x. The source is 
located at a depth of  zs = 20 m, the receiver 
is at a depth of  zq = 45 m. The radial velocity 
of  the source is w = –1 m/s. A uniform 
spectrum was set. Pulses with duration t1 = 
4 s (frequency sampling step 0.25 Hz) of  
sound pressure were recorded at intervals 
t* = 5 s, (t* = t1 + t2). As a perturbation model 
(3), we chose a train consisting of  three 
identical solitons moving along the normal 
to the path. Soliton parameters: amplitude 
B = 20 m, width η = 200 m, velocity u = 0.7 
m/s, period D = 250 m. The width of  the 
perturbation front exceeds the path length. 
The observation time ∆t = 20 min, during 
which time the soliton train completely 
crossed the path. With the chosen spectrum 
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Fig. 1. Unperturbed sound velocity profile.

Table 1
Frequency f0 = 110 Hz

Mod numbers, m 1 2 3 4

hm, m-1 0.4635 0.4557 0.4450 0.4310

(dhm/dω)∙10–4, s/m 6.7624 6.8085 6.9014 7.0912

Table 2
Frequency f0 = 310 Hz

Mod numbers, m 1 2 3 4 5

hm, m-1 1.3123 1.3073 1.3006 1.2920 1.2826

(dhm/dω)∙10–4, s/m 6.7511 6.7619 6.7813 6.7973 6.8080

Mod numbers, m 6 7 8 9 10

hm, m-1 1.2730 1.2630 1.2525 1.2403 1.2258

(dhm/dω)∙10–4, s/m 6.8150 6.8312 6.8753 6.9703 7.0574
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model, the unperturbed field interferogram 
in the perturbation absence reproduces 
the transfer function of  the waveguide up 
to a constant factor. The sound field at the 
receiving point was calculated using the 
approach of  vertical modes and a parabolic 
equation in the horizontal plane [14].

The simulation results are shown in 
Fig. 2-5. The dotted line on the holograms 
shows the band in which the spectral density 
of  the received signal is concentrated. Linear 
band dimensions: δτ ≈ 0.15 s, δν ≈ 0.002 Hz, 
which agrees with the theoretical estimates of  
the sizes of  focal spots δτ = 0.1 s, δν = 0.0017 
Hz [2].

On Fig. 2 shows interferograms and 
moduli of  unperturbed fields holograms in the 
absence of  a path crossing by a solitons train. 
As the frequency increases, the irregularity of  
the interference pattern, which consists of  
localized inclined fringes, and the number of  
focal spots in the hologram increase, which 
is explained by an increase in the number of  
modes. Angular coefficients of  interference 

fringes: δf/δt ≈ –0.015 s-2 (frequency range f1) 
and δf/δt ≈ –0.040 s-2 (frequency range f2).

Peak coordinates of  the first focal spot: 
τ1 = 1.30∙10–1 s, ν1 = 1.79∙10–3 Hz (∆f1); 
τ1 = 4.08∙10–2 s, ν1 = 1.54∙10–3 Hz (∆f2). 
According to (15) and the data of  Tables 1 
and 2, the restored source parameters are:

0 1

0 2

1.0 / ,  11.8  ( );
1.0 / ,  12.0  ( ).

w m s x km f
w m s x km f
= − =
= − =

 

 

Moiré interferograms and holograms 
modules when a solitons train crosses the 
path are shown in Fig. 3. Perturbation of  the 
aquatic environment causes a change in the 
refractive index. This leads to a  interference 
fringes transformation and a change in the 
configuration of  the holograms spectral 
densities Moiré interferograms (Fig. 3a,b) 
show horizontal fringes with a width of  
∆T1 ≈ 5.6 min (f1), ∆T2 ≈ 5.9 min (f2) with a 
quasi-periodic pattern of  focal spots. Linear 
focal spots sizes: δf1 ≈ 2.4 Hz, δt1 ≈ 1.1 min (f1) 
and δf2 ≈ 2.8 Hz, δt2 ≈ 1.1 min (f2). Periodicity 
scales for focal spot maxima: δΛ1 ≈ 5.6 Hz, 
δT1 ≈ 8.3 min (f1) and δΛ2 ≈ 6.8 Hz, δT2 ≈ 
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                     a                                        b

                     c                                        d
Fig. 2. Normalized interferograms (a, c) and holograms (b, 
d) in the absence of  perturbation: (a, b) – frequency range f1, 

(c, d) – frequency range f2.

                     a                                        b

                     c                                        d
Fig. 3. Normalized moiré interferograms (a, c) and holograms 
(b, d) in the presence of  a disturbance: (a, b) – frequency 

range f1, (c, d) – frequency range f2.
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8.1 min (f2). Although the values of  the 
focal spots parameters in the interferograms 
are approximately the same as in the case 
of  a stationary source, the interferograms 
noticeably differ in contrast and symmetry 
of  the horizontal interference fringes 
arrangement [8]. In the holograms (Fig. 3b,g), 
the spectral density in the form of  focal spots 
is concentrated mainly on the frequency axis, 
which gives an idea of  the refracted signal 
influence.

In contrast to moiré interferograms, the 
location configuration of  focal spots on 
holograms makes it possible to separately 
observe the spectral densities of  the 
unperturbed and perturbed fields. The 
undisturbed and disturbed fields in the IIWs 
presence are understood to mean the fields 
formed by direct and refracted signals. Under 
natural conditions, when the train consists 
of  solitons of  different shapes and different 
parameters, this will naturally lead to a 
decrease in the contrast of  the interference 
pattern and an expansion of  the region of  
location of  focal spots on the hologram.

The cleaning results the holograms 
spectral densities from the perturbed field in 
the frequency axis ν vicinity and their Fourier 
image are shown in Fig. 4. The shape of  
the spectral densities arrangement on the 
holograms of  the unperturbed waveguide 
(Fig. 2b,g) and reconstructed in the IIWs 
presence (Fig. 4b,g) are close to each other. 
The peak coordinates of  the first focal spot 
are estimated as follows: τ1 = 1.50∙10–1 
s, ν1 = 2.05∙10–3 Hz (f1); τ1 = 4.08∙10–2 s, 
ν1 = 1.54∙10–3 Hz (f2). According to (15) and 
the data of  Tables 1, 2, the restored source 
parameters

0 1

0 2

1.2 / ,  13.7  ( );
1.0 / ,  12.0  ( ).

w m s x km f
w m s x km f
= − =
= − =

 

 

For the frequency range f1, the 
perturbation leads to an increase in the 
error in restoring the source parameters; 

for the frequency range f2, the  perturbation 
presence does not affect the error in restoring 
the source parameters. This is explained by 
the increased influence of  waves horizontal 
refraction on the formation of  the source 
sound field with decreasing frequency 
[14]. The reconstructed interferograms of  
the unperturbed field in the presence of  
a train of  solitons are shown in Fig. 4b,d. 
The angular coefficients of  the interference 
fringes are estimated as δf/δt ≈ –0.017 s–2 
(∆f1) and δf/δt ≈ –0.042 s–2 (∆f2), which 
is close to their values in the absence of  
medium disturbance.

The closeness degree of  two-dimensional 
interferograms of  unperturbed fields in the 
IIWs absence and presence will be estimated 
from the proximity of  their one-dimensional 
interferograms, which are a horizontal section 
for a fixed time moment. With the chosen 
model of  a uniform signal spectrum, one-
dimensional interferograms, up to a constant 
factor, are equal to the transfer functions of  
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                     a                                        b

                     c                                        d
Fig. 4. Normalized filtered modules of  holograms (a, c) of  
the unperturbed field and interferograms (b, d) reconstructed 
from them: (a, b) – frequency range ∆f1, (c, d) – frequency 

range ∆f2.
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the waveguide in the absence and presence 
of  a disturbance. On Fig. 5 shows the one-
dimensional normalized spectral densities of  
the unperturbed fields interferograms in the 
absence of  a disturbance (solid line) and those 
reconstructed in its presence (points) for the 
time instant t = 10 min. The normalized value 
is indicated at the top with the “lid” icon. The 
error in reconstructing the interferograms 
was estimated as

( )
( ) ( )

( )
1 21

11

, , 
,

, 

J
j jj

J
jj

I f t I f t
d t

I f t
=

=

−
=
∑

∑
 (15)

where the readings number is J = 80. Here 
I1,2 is the one-dimensional interferogram 
of  the unperturbed field for time t in the 
disturbance absence and reconstructed in 
its presence, respectively. For the frequency 
range f1, the error is d = 0.45; for the 
frequency range f2, d = 0.60. Compared to 
a stationary source [8], the error increased 
by a factor of  3.7 and 6.2 for the frequency 
ranges f1 and f2, respectively. The indicated 
difference in the error values is explained by 
the different medium variability character. 
With a stationary source, there is a temporal 
variability of  the medium, and with a moving 

source, there is a spatio-temporal variability. 
Note that the error (16) depends on the 
chosen moment of  time.

6. CONCLUSION
Within the numerical simulation framework, 
the holographic method stability of  
localization of  a moving broadband sound 
source in the IIWs presence, which determine 
the sound waves horizontal refraction, is 
demonstrated. The processing stability is 
based on the fact that the spectral densities of  
the unperturbed and perturbed fields do not 
overlap in the hologram, so that each of  them 
can be observed separately. The filtering of  
these regions makes it possible, with minimal 
distortion, to reconstruct the unperturbed 
field hologram of  a moving source in the IIWs 
presence in order to estimate its parameters. 
With an increase in the frequency range, 
the error in reconstructing the distance and 
the source radial velocity decreases. The 
inverse 2D-FT transformation application 
to the unperturbed hologram makes it 
possible to reconstruct the unperturbed 
field interferogram in the IIWs presence. 
The unperturbed field interferograms in 
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                                           a                                                                                 b

Fig. 5. Dependences of  normalized one-dimensional interferograms of  unperturbed fields Î  on frequency f  in the 
absence of  a disturbance (solid line) and reconstructed in its presence (points): (a) frequency range f1, (b) frequency 

range f2.
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the absence and presence of  IIWs differ 
in contrast, but their angular interference 
fringes coefficients are comparable in 
magnitude.
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1. INTRODUCTION
In remote sensing systems, in various ranges of  
electromagnetic waves, the data obtained are 
often presented in the form of  digital images. 
When solving practical problems, these images 
are processed by one method or another. The 
tasks can be extremely diverse: restoring a 
defocused partially shaded image, combating 
noise, increasing spatial resolution, searching 
for information about a distorting hardware 

function, reconstructing lost data (lacunae), 
etc. [1-5]. Thus, an objective assessment of  the 
effectiveness of  recovery methods is extremely 
relevant, since it is an important part of  image 
processing systems obtained with remote 
sensing.

In this paper, new criteria are proposed 
for an objective estimate of  the quality of  
reconstructed images relative to the original 
"ideal" (undistorted). The use of  well-known 
and new objective estimate of  image quality 
makes it possible to assess the competitiveness 
of  image processing methods in remote sensing 
systems. Here, reconstruction algorithms 
are applied to sparse images (from unevenly 
spaced samples). I.e., to such images, over the 
entire field of  which only a certain number 
of  elements are available, while most of  the 
elements are missing. A high degree of  sparsity 
is simulated (90 percent of  the information is 
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missing). To restore digital images, methods 
developed at the V.A. Kotelnikov IRE of  
the Russian Academy of  Sciences are used. 
In [6,7,8,9], algorithms for the Interpolation 
Method of  Sequential Computation of  the 
Fourier spectrum (IMSCS), the method of  
projections onto convex sets (POCS) and 
the method of  amplitude iterations (MAI) 
adapted for the reconstruction of  sparse two-
dimensional signals were described in detail.

Additionally, as an ideological alternative to 
methods operating in the frequency domain, 
spline interpolation is used in our study 
[10,11]. The physical meaning of  this method 
is that for an arbitrary set of  reference points 
(nodes), a system of  linear equations is solved 
that models the behavior of  a curved elastic 
plate. The result is a relation describing a two-
dimensional spline surface. This approach has 
a certain versatility and can be applied for 
comparative analysis.

2. APPLICATION OF RESTORATION 
METHODS TO SPARSE IMAGES
As an example, to illustrate the effectiveness 
of  the methods of  reconstruction of  sparse 
images, we use an aerospace image of  the 
aircraft carrier "Midway" moored in the port 
of  San Diego (USA), turned into a museum 
ship since 1998 (size 1296 by 558 pixels) 
Fig. 1. For this purpose, a public Yandex map 
is used.

Directly during sparsity modeling and 
subsequent processing, a fragment of  the 
original image is used in Fig. 1 – the area 

near the stern of  the aircraft carrier with a 
size of  256 by 256 pixels (Fig. 2a). Fig. 2b 
shows a sparse image, where 90 percent of  
the information is deleted according to a 
randomly uniform law (black color). Unlike 
previous works, here, for sparsity modeling 
(in a Delphi program), a "mask" is used. This 
makes it possible not to shift the brightness 
up in order to reserve the "zero" intensity 
for "places of  lack of  information", and thus 
not to make, albeit a small, but compression 
of  the brightness range. Fig. 2c shows the 
restoration of  Fig. 2b using IMSCS (128 
harmonics, 1 iteration). Fig. 2d demonstrates 
the reconstruction of  Fig. 2b using a spline. 
The reconstruction of  Fig. 2b using POCS 
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Fig. 1. The original aerospace image (size 1296 by 558 
pixels).

                a                                               b 

                c                                               d 

                e                                                f

Fig. 2. Fragment of  the original image Fig.1 (size 256 by 
256 pixels) – (a); Sparse image (90 percent of  the information 
in Fig. 2a is missing) – (b); Restoration of  Fig. 2b) using 
IMSCS – (c); Restoration of  Fig. 2b) using a spline – (d); 
Restoration of  Fig. 2b) using POCS – (e); Restoration of  

Fig. 2b) using MAI – (f).
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(a frequency window with a radius of  31 
harmonics, 2500 iterations) is shown in Fig. 
2e. And, finally, the sparsity interpolation of  
Fig. 2b using MAI (frequency window with a 
radius of  31 harmonics, 2500 iterations) can 
be seen in Fig. 2f.

3. ESTIMATES OF THE RECOVERY 
QUALITY OF SPARSE IMAGES
An expert observer can visually compare 
the effectiveness of  the methods. The 
most "similar" to the "ideal" Fig. 2a are 
reconstructions using IMSCS (Fig. 2с) and 
using a spline (Fig. 2d). The recovery of  
a sparse image using POCS (Fig. 2e) and 
using MAI (Fig. 2f) is noticeably worse than 
the first two competing methods. This can 
be partially explained by a relatively small 
operating frequency window with a radius 
of  31 harmonics. The fact is that if  you set 
the frequency window much wider, then on 
the reconstructed images, in addition to the 
apparent increase in sharpness, there are 
significantly more interfering artifacts.

In order to adequately estimate the 
effectiveness of  the methods, it is necessary 
to calculate the quality criteria. Table 1 
shows objective estimates of  the quality 
of  reconstructed images [1,12]: SSIM – 
Structural Similarity Index Measure, image 
sharpness evaluation, the average contrast, 
SD1 is the standard deviation from its average 
value, SD2 is the standard deviation of  the 

pixel difference between the reference and 
reconstructed image, excess, asymmetry.

The Structural Similarity Index Measure is 
maximal when comparing the original "ideal" 
image with itself  – it is equal to 1. For all 
four methods of  reconstruction of  sparsity, 
the SSIM are quite close. IMSCS and spline 
SSIM are almost the same, while POCS and 
MAI have slightly lower indicators (the worst 
of  all POCS). Nevertheless, POCS shows the 
"best" result in terms of  sharpness estimates. 
According to this indicator, only IMSCS 
is nearby. This can be explained by the fact 
that the assessment of  sharpness is strongly 
influenced by parasitic artifacts (brightness 
differences compare Fig. 2c and Fig. 2e). 
For the same reason, POCS surpasses even 
the original "perfect" image in "average 
contrast". Similarly, both estimates of  SD 
systems for POCS are higher than those of  
competing methods. SD2 (deviation of  the 
pixel difference between the reference and 
reconstructed image) in MAI noticeably 
exceed SD2 with IMSCS and spline. This 
indicates that there are more significant 
structural differences with the "ideal" images 
of  restored POCS and MAI than in IMSCS 
and spline reconstructions. The excess of  the 
brightness values for a digital image indicates 
how flat or insular the distribution is when 
compared with the normal distribution. The 
fact that the calculated excess values for all 
images are less than zero indicates that all 
distributions are flat-topped (relative to the 
normal, whose excess is zero). As for the 
absolute values of  the excess for the studied 
methods, IMSCS is the closest to the original 
one.

The asymmetry of  the brightness values 
for a digital image measures the asymmetry 
of  the distribution near the average. Positive 
values of  asymmetry for all four methods 
indicate that the "tail" of  the distribution is 
stretched in the direction of  positive values. 
If  the asymmetry of  the image brightness 
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Table 1
Objective estimates of the quality of reconstructed 

images.
ideal IMSCS spline POCS MAI

SSIM 1 0.894 0.895 0.826 0.847

image 
sharpness 
evaluation

16.337 8.149 6.264 8.23 7.207

average 
contrast

0.144 0.114 0.093 0.154 0.13

SD1 66.709 61.19 62.269 63.522 61.719

SD2 0 29.553 29.519 38.44 35.52

excess -0.101 -0.102 -0.114 -0.354 -0.253

asymmetry 0.88 0.773 0.77 0.643 0.666
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values were zero, then the distribution would 
be symmetrical about its average (as in the case 
of  normal). According to this indicator, the 
method of  interpolation of  the sequentially 
calculated Fourier spectrum surpasses 
competitors in this study – it is closer to the 
"ideal" one.

After analyzing the data in Table 1, it 
can be stated that according to the objective 
estimates of  the quality of  reconstructed 
images calculated above, IMSCS has some 
advantage over competing methods. The 
expert assessment also leans towards the 
interpolation method of  the sequentially 
calculated Fourier spectrum. In [13], another 
objective quality criterion was introduced. 
As can be seen from the Table.1 some of  
the assessments may produce contradictory 
results. It is proposed to compare the forms 
of  brightness distributions of  reconstructed 
images with a similar distribution for the 
reference. This is practically implemented on 
histograms. Moreover, the histograms need to 
be "coarsened" a little, i.e. not to take them 
for all brightness gradations (256), but to 
calculate averaged, for example, 8 (we get 32 
columns in each histogram). This is due to the 
fact that the pixels of  some of  the brightness 
gradations may be physically absent from 
certain images [13]. Fig. 3 illustrates the 
normalized brightness histograms of  the 
images under discussion.

Fig. 3b indicates an extremely small amount 
of  significant information (10 percent) 
present in the sparse image. Upon closer 
examination of  Fig. 3, it can be seen that the 
type of  histograms varies significantly for 
different sparsity interpolation methods. And 
if  each of  them is numerically compared with 
the "standard" (Fig. 3a), then an objective 
criterion for evaluating the quality of  images 
will be obtained. By analogy with the already 
known  structural similarity index measure 
(SSIM), we will call it "histogram similarity 
index measure" (HSIM) [13].

It is proposed to calculate the measure of  
histogram similarity as follows [13]:

31
1 11 0

1 2
.

32
=

−
= ∑ ih ihih

hist hist
HSIM

In this formula: hist1ih1 – values along 
the columns of  the reference normalized 
histogram (Fig. 3a); hist2ih1 – values for the 
columns of  the normalized histogram under 
test (Fig. 3c). The averaged modulus of  the 
difference is calculated for each pair of  
histogram bars. In the proposed example, 32 is 
equal to the number of  bars in the histograms 
(256 divided by 8). So the above formula 
calculates the HSIM for IMSCS. Similar are 
calculated histogram similarity index measure 
to the spline while substituting in the formula 
as a test histogram values hist3ih1 (Fig. 3d), for 
POCS, substituting in the formula hist4ih1 (Fig. 
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                      a                                   b

                      c                                   d

                      e                                   f
Fig. 3. Brightness histograms for: the original image Fig. 
2a) – (a); sparse image Fig. 2b) – (b); restored Fig. 2c) 
using IMSCS – (c); restored Fig. 2d) using a spline - (d); 
restored Fig. 2b) using POCS – (e); restored Fig. 2b) using 

MAI – (f).
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3e), or hist5ih1 (Fig. 3f) when calculating the 
HSIM to MAI. Table 2 shows the histogram 
similarity index measure calculated according 
to the proposed method for the studied 
images. HSIM for the original (reference) 
image, in our case, means comparison with 
itself, so the difference in values is zero [13].

When evaluating sparsity reconstructions 
by various methods, spline has an advantage 
over competitors, IMSCS is in second place. 
Most significantly (in percentage terms) this is 
manifested if  data from normalized histograms 
are used for calculations.

Fig. 4 shows the amplitude spatial spectra 
on a logarithmic scale: the original ("ideal") 
image (Fig. 2a) – Fig. 4a; sparse image 
(Fig. 2b) – Fig. 4b; sparsity reconstruction 
using IMSCS (Fig. 2c) – Fig. 4c; sparsity 
reconstruction using a spline (Fig. 2d) – Fig. 
4d; sparsity reconstruction using POCS (Fig. 
2e) – Fig. 4e; reconstruction of  sparsity using 
MAI (Fig. 2f) – Fig. 4f. Vertically Fig. 4 the 
values of  the amplitudes of  the spatial spectra 
are postponed (on a logarithmic scale), along 
the other axes – the values of  the indices of  
brightness pixels in the image field.

In [1] it is stated: the amplitude of  a two-
dimensional discrete Fourier transform is an 
array whose components set the intensities 
in the image, and their corresponding phases 
make up an array of  offsets, which contains a 
significant part of  the information about where 
visible objects are placed in the image. Thus, the 
basic information about the contours (details) of  
objects in the images is contained in the phase 
spectrum. In this connection, the idea arises of  

creating some kind of  objective criterion for 
assessing the quality of  the phase spectrum of  
the reconstructed images. Visually, the phase 
spectrum of  images is difficult to interpret in 
any way. Fig. 5a shows the phase spectrum of  
the original "ideal" image, and Fig. 5b shows the 
spectrum of  a sparse image. Vertically, Fig. 5 
shows the values of  the phase of  spatial spectra 
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                 a                                             b

                  c                                             d

                  e                                              f

Fig. 4. Amplitude spatial spectra in logarithmic scale for: the 
original image Fig. 2a) – (a); sparse image Fig. 2b) – (b); 
restored Fig. 2b) using IMSCS – (c); restored Fig. 2b) using 
a spline - (d); restored Fig. 2b) using POCS – (e); restored 

Fig. 2b) using MAI – (f).

                 a                                             b

Fig. 5. The phase spatial spectra of  the value are in the range 
(-π , π]: of  the original image Fig. 2a) – (a); of  the sparse 

image Fig. 2b) – (b).

Table 2
Histogram similarity index measure

ideal IMSCS spline POCS MAI

HSIM for 
normalized 
histograms

0 0.094 0.049 0.153 0.157

HSIM 
for non-

normalized 
histograms

0 360.625 266.875 583.688 547.875
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(in the interval (–π, π]), along the other axes – 
the values of  the indices of  brightness pixels in 
the image field.

We propose to calculate pixel-by-pixel 
the differences in the phase spatial spectra 
between the original ("ideal") and sparse 
images (see Fig. 5). The array of  values of  the 
result of  the operation is in the range (-2π , 2π]. 
All similar arrays for the difference of  phase 
spatial spectra between the original ("ideal") 
and any of  the four images reconstructed 
by the methods studied here should have a 
smaller spread of  values. Fig. 6 shows sections 
of  arrays of  values: the phase spectrum of  
the "ideal" image minus the phase spectrum 
of  the sparse image Fig. 6a, and the phase 
spectrum of  the "ideal" undistorted source 
image minus the phase spectrum of  sparsity 
restoration using IMSCS Fig. 6b. Vertically 
Fig. 6, the values of  the phase difference of  
spatial spectra are postponed (in the interval 

(–2π, 2π]), horizontally – the values of  pixel 
brightness indices in the image field.

Fig. 6 shows that near the central frequency 
of  the spectrum (corresponding to the average 
brightness of  the image), the phase differences 
are relatively small. But as we move away into 
the high frequency region, the values of  the 
phase difference increase on average. In the 
first row of  Table 3, the phase differences for 
the full spectrum between the "ideal" and the 
reconstructed images considered here by the 
methods are given.

The results for a sparse image are obviously 
the worst. The ratio of  the difference of  the 
phase spectra (in rad.) of  the "ideal" image 
with itself  is an array of  zeros (the first 
column of  Table 3), i.e. the best result. In 
order to put competing methods in more 
equal conditions, we limit the calculation of  
the difference between the phase spectra to 
a region near the central frequency with a 
radius of  31 harmonics. This corresponds 
to the frequency window size chosen in this 
paper for POCS and MAI.

Fig. 7 shows the corresponding sections for 
the central zones (with a radius of  31 harmonics) 
of  the difference in the phase spatial spectra.

Table 3, in the second line, shows the 
values of  the SD for the central part of  the 
spectrum (with a radius of  31 harmonics) 
of  the difference in phase spectra (in rad.) 
between the "ideal", sparse and reconstructed 
images. According to this indicator, IMSCS 
takes the first place, the second is spline, the 
third is MAI, and the last is POCS.
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                                         a

                                          b
Fig. 6. Sections of  the difference of  the full phase spatial 
spectra: the "ideal" undistorted source image (Fig. 2a) minus 
the phase spectrum of  the sparse image (Fig. 2b) – (a); the 
"ideal" undistorted source image (Fig. 2a) minus the phase 
spectrum of  sparsity recovery using IMSCS (Fig. 2c) – (b).

Table 3
SD of the difference of phase spectra (in rad.) 
between the "ideal" and reconstructed images

ideal sparse IMSCS spline POCS MAI

SD for the 
full spectrum

0 2.529 2.423 2.362 2.442 2.438

SD for the 
central part of 
the spectrum 
(with a 
radius of 31 
harmonics)

0 0.893 0.63 0.641 0.714 0.701
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4. CONCLUSION
The paper proposes new objective assessments 
of  the quality of  images obtained by remote 
sensing (the histogram similarity index measure, 
the SD of  the difference in phase spectra). The 
following methods are used as tested methods: 
the Interpolation Method of  Sequential 
Computation of  the Fourier Spectrum (IMSCS), 
spline interpolation, the method of  projections 
onto convex sets (POCS) and the method of  
amplitude iterations (MAI). Competing methods 
reconstructed the sparsity modeled according 
to a randomly uniform law (90 percent of  the 
information is missing). IMSCS showed the 
best performance in almost all estimates. The 
conducted research allows us to conclude that 
the proposed criteria can be applied in principle 

to assess the quality of  images obtained by 
remote sensing. This allows you to check the 
effectiveness of  digital image recovery methods 
used to solve various practical problems.
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On September 28, 2023, the celebration of  
the 70th anniversary of  the V.A. Kotelnikov 
Institute of  Radioengineering and 
Electronics of  RAS.

The Institute of  Radioengineering and 
Electronics (IRE) was formed in the Department 
of  Technical Sciences of  the USSR Academy of  
Sciences by a resolution of  the USSR Council 
of  Ministers dated August 29, 1953 and the 
corresponding resolution of  the Presidium of  
the USSR Academy of  Sciences dated September 
18, 1953.

Kotelnikov Institute of  Radioengineering and Electronics
of  Russian Academy of  Sciences,

Moscow, Mokhovaya st., 11, building 7.

The purpose of  creating IRE was to develop 5 
(at that time) main problems of  radioelectronics:
• research of  physical processes and 

development of  a theory of  phenomena 
occurring in electronic devices at radio 
frequencies;

• physical research and development of  
semiconductor materials, as well as the 
development of  methods for using 
semiconductors in electronics and radio 
engineering;

• study of  the propagation, radiation 
and channeling of  high-frequency 
electromagnetic energy in free space, limited 
volumes and various environments;

• development of  new methods for measuring 
electrical and magnetic quantities at high and 
ultrahigh frequencies;

• exploring new areas of  application of  radio 
engineering methods in science, the national 
economy and defense technology.
Academician and engineer-admiral 

Aksel Ivanovich Berg was appointed acting 
director of  the IRE. At the end of  October 
– beginning of  November 1953, Vladimir 
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Aleksandrovich Kotelnikov, who had just 
been immediately elected as an academician, 
and at the same time Dmitry Vladimirovich 
Zernov, who was simultaneously elected 
to a corresponding member of  the USSR 
Academy of  Sciences, were appointed deputy 
directors of  the IRE.

To house the IRE, the building of  the 
Physics Faculty of  Moscow State University was 
allocated on Mokhovaya st., 11.

To develop large-scale research, strengthen 
the material and technical base of  the Institute and 
accelerate the implementation of  development 
results in industry, in 1955 in the Fryazino city, 
Moscow region, by decree of  the USSR Council 
of  Ministers, the Fryazino part of  the IRE 
was formed (now the Fryazino branch of  the 
V.A. Kotelnikov IRE of  RAS). In 1979, by the 

decision of  the State Committee for Science and 
Technology of  the USSR and the resolution of  
the Presidium of  USSR Academy of  Sciences, 
the Saratov branch of  the V.A. Kotelnikov 
IRE of  RAS, and in 1990, by resolution of  the 
Presidium of  the USSR Academy of  Sciences, 
the Ulyanovsk branch of  the V.A.Kotelnikov 
IRE of  RAS.

In order to perpetuate the memory of  the 
outstanding Russian scientist Academician V.A. 
Kotelnikov – in 2006 the Institute was named 
after him.

From 1988 to 2014, the director of  the 
Institute was Academician of  the Russian 
Academy of  Sciences Yu.V. Gulyaev. Now he is 
the scientific director of  the Institute. Since 2015, 
the director of  the Institute is Academician of  
the Russian Academy of  Sciences S.A. Nikitov.

Currently, the Institute consists of  4 
structural parts: the Moscow part of  the IRE 
(22 laboratories), the Fryazino branch (29 
laboratories and 2 thematic groups), the Saratov 
branch (9 laboratories), the Ulyanovsk branch (2 
laboratories).

FRYAZINO BRANCH
Fryazino Moscow areas,

Vvedensky sq., 1

SARATOV BRANCH
Saratov, st. Zelyonaya, 38

ULYANOVSK BRANCH
Ulyanovsk, st. Goncharova, 48/2

Nikitov Sergey Apollonovich
Dr Phys Math Sci, Professor, 

Academician of  RAS

Gulyaev Yuri Vasil'evich
Dr Phys Math Sci, Professor, 

Academician of  RAS

FOUNDERS OF THE IRE AS USSR
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The main task of  the institute is to 
conduct fundamental, exploratory and 
applied research in the field of  radiophysics, 
micro- and nanoelectronics, photonics, 
telecommunications, information technology, 
as well as the development and development 
of  the physical, mathematical and technical 
foundations of  a new element base of  radio 
electronics and photonics.

The Institute conducts fundamental and 
applied scientific research in 15 scientific 
areas in the field of  physical sciences, nano- 
and information technologies, which include 
radiophysical research of  the Solar system, 
methods of  remote sensing of  the Earth, 
studying the propagation of  radio waves in 
the Earth’s atmosphere, near-Earth and outer 
space, development methods of  generation, 
reception and conversion of  electromagnetic 
waves, fundamental problems of  radiophysical 
methods of  communication, location and 
diagnostics, current scientific problems of  
optics and laser physics, research of  nonlinear 
dynamic systems, creation of  new materials 
and structures, including metamaterials, 
research in the field of  quantum macrophysics, 
mesoscopics, physics nanostructures, 
spintronics and superconductivity, research in 
the field of  biomedical radio electronics, etc. 
The results of  the work are published in leading 
Russian and world scientific publications. 
The Institute trains highly qualified personnel 
(candidates and doctors of  science) and has 
close international scientific connections.

The total number of  the Institute is 930 
people, including 587 scientists. Currently at 
the V.A. Kotelnikov IRE of  RAS employs 5 
academicians of  the RAS: Yu.V. Gulyaev, S.A. 
Nikitov, N.A. Kuznetsov, V.A. Cherepenin 
and A.S. Bugaev, 6 professors of  the Russian 
Academy of  Sciences, 98 doctors of  science, 
220 candidates of  science.

In 1969, the Institute was awarded the 
Order of  the Red Banner of  Labor. The 
Institute's works were awarded high awards: 

2 prizes of  the European Physical Society, 2 
Lenin Prizes, 24 State Prizes of  the USSR, 6 
State Prizes of  the Russian Federation, 4 Prizes 
of  the Council of  Ministers of  the USSR, 3 
Prizes of  the Government of  the Russian 
Federation, 3 Lenin Komsomol Prizes, 2 State 
Prizes of  the Ukrainian SSR, 1st Prize of  the 
Government of  the Russian Federation in 
the field of  education, 1st State Prize of  the 
Russian Federation named after Marshal of  
the Soviet Union G.K. Zhukov in the field of  
military science, 4 awards from the Moscow 
Government for young scientists.

The main major achievements of  the 
Institute, awarded with international and state 
awards:

– The world's first radar studies of  the planets 
Venus, Mercury and Mars (Lenin Prize, 1964)

– The world’s first detailed radar survey of  the 
surface of  the planet Venus from the spacecraft 
"Venera-15", "Venera-16" (Lenin Prize, 1986; 
USSR State Prizes, Lenin Komsomol Prize, 
1985)

– Development of  methods and equipment 
for remote sensing of  the Earth using 
radiophysical methods (2 USSR state prizes)

– Experimental detection of  electron-
hole drops and multiparticle exciton-impurity 
complexes in semiconductors (European 
Physical Society Prize, 1975, USSR State Prize, 
1988)

– Development of  the scientific 
foundations of  acoustoelectronics and 
acoustoelectronic information processing 
devices (European Physical Society Prize, 
1979; IEEE W.G. Cady Award, 6 USSR State 
Prizes, 2 Russian Federation State Prizes, 
Lenin Komsomol Prize, 1984)

– Creation of  the scientific foundations of  
spin-wave electronics (USSR State Prize, 1988, 
Lenin Komsomol Prize 1984, State Prize of  the 
Ukrainian SSR, 1986).

– Development of  THz superconductor 
receivers with quantum sensitivity (the 
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Van Duzer Prize awarded by the IEEE 
Superconductivity Council, 2012).

– Creation of  a unique scientific installation 
"Cryointegral" - a technological and measuring 
complex for the creation of  superconducting 
nanosystems based on new materials.

– Development of  the scientific foundations 
of  biomedical radio electronics (Russian 
Federation State Prize, 2000).

The total level of  financing is 1.2 billion 
rubles, of  which 0.7 billion rubles. allocated by 
the budget for the implementation of  16 topics 
of  the state task.

Within the framework of  the national 
project "Science and Universities", 3 youth 
laboratories have been created and are 
successfully operating, the average age of  
whose employees does not exceed 35 years. In 
addition, as part of  integration with leading 
Russian universities, 8 basic departments have 
been created at the Institute. The Institute 
also has its own graduate school and two 
dissertation councils. In the graduate school 
of  the IRE named after. V.A. There are 40 
people studying at Kotelnikov RAS. In recent 
years, a number of  young scientists from the 
Institute have been awarded prizes from the 
Moscow Government in the field of  science. 
In 2021-2023 more than 20 researchers of  the 
Institute were awarded state and departmental 
awards.

The Institute's staff  annually publishes 
more than 350 articles in highly rated foreign 
and Russian journals, indexed in Web of  
Science and Scopus; more than 1000 articles 
and theses indexed in the RSCI. About 10 
monographs and textbooks are published 
annually, Russian and international patents 
are registered. The results obtained by the 
Institute's staff  have received unconditional 
international recognition. In 2022, the 
number of  citations to articles published by 
Institute staff  amounted to more than 28 
thousand.

The editorial staff  and editorial board 
of  the journal "RENSIT: Radioelectronics. 
Nanosystems. Information Technologies" 
wish the V.A. Kotelnikov IRE of  RAS 
prosperity and further scientific and 
production achievements, congratulate all 
employees, scientists and engineers on the 
anniversary and wish new creative successes 
on the path of  technical progress of  our 
country.

The editorial team and editorial board 
of  RENSIT journal


