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1. INTRODUCTION
In the conditions of  the modern information 
society, characterized by gigantic volumes 
of  data [1], constantly arriving in real time, 
the relevance and importance of  streaming 
data processing [2] is steadily growing. This 
approach to information processing involves 
immediate analysis and processing of  data, 
unlike the classical approach with data storage 
and post-processing.

The main advantage of  streaming data 
processing systems is the ability to quickly 
make decisions based on fresh and up-to-date 
information, which allows organizations and 
specialists to adapt to dynamically changing 
conditions and maintain competitiveness in the 
market. However, along with the growing scale 
and complexity of  data processing flows, a 
number of  technical and conceptual problems 
arise. In particular, algorithms for scaling 
components in streaming data processing 
systems face requirements related to efficiency, 
reliability and flexibility.
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The need to quickly and efficiently allocate 
resources between data processing nodes 
creates problems in determining the optimal 
amount of  resources for each node to ensure 
high performance and reliability of  the 
system. Incorrect scaling can lead to reduced 
performance, additional resource costs, and 
difficulty processing data in real time.

2. ANALYSIS OF EXISTING 
ALGORITHMS
Existing streaming data processing systems use 
a scaling algorithm with a threshold value [3] 
due to the high decision-making speed.
2.1. Scaling algorithm with a threshold 
value

The scaling algorithm with a threshold value 
is based on determining the threshold values 
of  the load on the system nodes. If  the load 
on a node exceeds a certain threshold, the 
system automatically scales to distribute the 
load.

The result of  the algorithm is the 
number of  component entities - a value that 
characterizes the required number of  copies 
of  the component to process the incoming 
load.

The number of  component entities is 
calculated using the formula:
Сt = Nt-1/M, 				        (1)
where Сt – is the number of  component entities 
at time t, Nt-1 – is the load on the system at time 
t - 1, M – is the threshold value of  the load.

As can be seen from the formula, the 
algorithm does not predict the load and 
operates only with known values. This 
feature leads to a "lag" of  the algorithm 
from the current load. With a jumpy load 
schedule, the system will adjust to the load 
with a lag, performing an excessive number 
of  operations for creating and deleting 
component entities.

3. LOAD FORECASTING 
ALGORITHMS
To scale components efficiently, it is necessary 
to reduce the number of  operations for 
creating and deleting component entities. 
To fulfill this requirement, it is necessary to 
implement a load prediction algorithm. The 
problem of  load forecasting can be reduced to 
the problem of  time series forecasting (since 
the load is directly related to the time series).

However, in the context of  an existing task, 
the algorithm should have a minimum decision 
delay time and use a minimum number of  
resources. Otherwise, the algorithm will work 
with a strong delay or with a significant increase 
in resource consumption, thereby leveling the 
savings caused by a decrease in the number of  
operations for creating or deleting component 
entities.

These features do not allow using algorithms 
based on: neural networks [4], random forest 
[5] and most other machine learning algorithms 
[6,7]. However, the linear regression algorithm 
[8] and exponential smoothing [9] fall under 
these requirements.
3.1. Linear regression algorithm

Linear regression is a statistical machine 
learning method used to model the relationship 
between a dependent variable and one or more 
independent variables. In the context of  load 
forecasting, the dependent variable can be 
the load on the system, and the independent 
variables are factors that affect the load (for 
example, time of  day, day of  the week, traffic 
volume).

Mathematically, linear regression is 
described as:
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where Сt+1 – is the number of  component 
entities at time t + 1, 1tY +  – is the predicted 
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load at time t + 1, M – is the threshold value 
of  the load, Nt – load on the system at time t, 
δ,ε – regression coefficients.

The linear regression coefficients are 
selected using the least squares method.
3.2. Exponential smoothing algorithm

Exponential smoothing is a time series 
forecasting method that takes into account 
all observations in the past by assigning 
exponentially decreasing weights to them. 
Thus, newer observations have a greater impact 
on the forecast than older ones.

To solve the existing problem, the 
algorithm of  triple exponential smoothing (the 
Holt-Winters method [10]) will be optimal, 
since this algorithm takes into account trends 
and seasonality, and most of  the processed 
messages are characterized by these features.

The mathematical algorithm is described 
as:
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где Сt+h – is the number of  component entities 
at time t + h, t hY +  – is the predicted load at time 
t + 1, M – is the threshold value of  the load, 
Nt – is the load on the system at time t, A – is 
the equation describing the smoothed series, B 
– is the equation for estimating the trend, S – is 
the equation for estimating seasonality, α – is 
the constant value determining the effect of  
the smoothed series, β – is the constant value 
determining the effect of  the trend, γ – is the 
constant values determining the effects of  
seasonality, p – the period of  seasonality.

For the algorithm to function, it is necessary 
to determine constant values. However, for 
most components it is impossible to estimate 
them in advance.

4. MODELING
4.1. Key indicators

Using the algorithm should lead to:
•	 Reducing the number of  operations for 

creating and deleting components.
•	 Reducing the delay in processing messages 

from the moment they arrive in the line. 
For streaming data processing systems, the 
critical parameter is the processing time of  
each message.

•	 Reducing the maximum and average line 
size. The system is modeled using the 
example of  one component, however, 
in the target system, the number of  
components and lines can be in the 
thousands, and with a significant increase 
in the line size of  each component, 
the total memory consumption of  the 
system can offset the resource savings 
obtained by reducing the number of  
scaling operations.
The target algorithm should show the 

minimum value of  the specified parameters 
during modeling. 

The algorithm should use minimal resources 
to predict the load. 

To evaluate all of  the above parameters, the 
following metrics are selected:
•	 Number of  operations for creating and 

deleting component entities.
•	 Average delay time of  message processing.
•	 Maximum line size.
•	 Average line size.
•	 Changing the amount of  memory 

consumed.
4.2. Modeling context

Consider a system consisting of  a single 
component – a message handler in public code 
repositories (A1) and a queue (Q1) that receives 
messages for processing (Fig. 1). Processing 
of  these messages allows you to identify leaks 
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of  source code or confidential information of  
companies.

During the simulation process, each 
algorithm receives information about the 
current load and returns – the number of  
component entities to be started or deleted at 
the next time.

Events on the github.com for the period 
from 2022-01-01 15:00:00 to 2022-01-12 
02:51:46.

Additional modeling parameters are shown 
in Table 1.

4.4. Modeling of the exponential 
smoothing algorithm

To model the algorithm, it is necessary to 
determine three constants:
•	 The effect of  a smoothed series.
•	 Trend influence.
•	 Influence of  seasonality.

However, before the load is formed and 
analyzed, it is impossible to correctly determine 
these parameters. The following values were 
randomly selected for modeling:
•	 The effect of  the smoothed series – 0.4.
•	 Trend impact – 0.1.
•	 The influence of  seasonality – 0.02.

As a result of  the algorithm modeling, the 
memory consumption was fixed.

The algorithm showed results (Table 3) 
significantly worse than the algorithm with a 
threshold value. The number of  operations is 
higher than 1.8 times, and the average delay is 
more than twice as compared to the algorithm 
with a threshold value.
4.5. Modeling a linear regression 
algorithm

When modeling the linear regression algorithm, 
memory consumption was fixed.

The algorithm showed a decrease in the 
number of  operations for creating and deleting 
components by more than 740 times. However, 
message latency and queue size have increased 
significantly.

The result obtained (Table 4) can be 
explained by the fact that the algorithm 
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Table 1
Modeling parameters

Parameter Meaning

A1 performance 50 messages per second

Total number of messages 30 715 323

Time to start or delete entities 1 second

Table 2
Results of modeling the algorithm with a threshold 

value

Parameter value Number of 
operations

Number of scaling operations 81 746 850

Average queue size 3.534165161

Average message delay time 0.156226077

Maximum queue size 140

Table 3
Modeling results of the exponential smoothing 

algorithm
Parameter value Number of 

operations

Number of scaling operations 148 122 776

Average queue size 10.47011898

Average message delay time 0.46282659

Maximum queue size 415

Fig. 1. Processing system with queue.

4.3. Modeling an algorithm with a 
threshold value

When modeling the algorithm with a threshold 
value, memory consumption was fixed.

As a result (Table 2) of  the modeling, 
a minimal delay in message processing was 
achieved, but a huge number of  operations for 
creating and deleting components.
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effectively smoothes the spikes and drops of  
the load to the average value and correctly 
determines trends.
4.6. Conclusions based on the modeling 
results

The algorithm with exponential smoothing 
is not applicable for this problem since it 
is necessary to strictly determine the initial 
constants to work correctly.

The linear regression algorithm showed 
a significant reduction in the number of  
component creation and deletion operations, 
compared to the classical threshold algorithm: 
109,596 vs. 81,746,850 operations. However, 
the message delay time increases from 0.156 to 
0.337 seconds.

The use of  the linear regression algorithm 
allows to achieve a significant reduction in 
resource consumption with a minimal increase 
in delay time.

5. CONCLUSION
Using the linear regression algorithm for 
scaling components allows to significantly 
reduce the operations of  creating and removing 
components (by more than 700 times), but 
the delay in message processing increases. 
This peculiarity can be leveled by adding a 
time window, on the basis of  which the load 
forecasting will be performed.

By using the proposed algorithm for load 
prediction and the marking algorithm [11] for 
message routing in a stream processing system, 
it is possible to achieve a reduction of  more 
than 800 times in the number of  component 
scaling operations.

The proposed algorithms can be embedded in 
systems built on microservice [12] architecture. 
Thanks to the developed algorithms, resource 
consumption is significantly reduced, both 
when processing large amounts of  data and 
when solving applied tasks.
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