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Abstract: A dynamic 3D thermoelectric model has been developed to calculate the 
temperature field and emitter current density in the comb structure of  a heterojunction 
bipolar transistor (HBT) with the length of  the emitter metallization paths comparable 
to the size of  the crystal, taking into account the inhomogeneous distribution of  
current density under the emitter paths caused by a voltage drop on the resistance 
of  the current-carrying metallization. The model is based on an iterative solution in 
the COMSOL Multiphysics software environment of  a non-stationary heat equation 
together with a system of  equations for the distribution of  electric potential along the 
emitter path and the current density under the path. It is shown that during the action 
of  the heating power pulse in the HBT, the distribution of  temperature and current 
density along the emitter tracks change character, respectively, from homogeneous 
and monotonically decreasing to non-monotonically changing. At the same time, 
the maximum temperature and current density reach stationary values with a rate 
significantly exceeding the rate of  overheating increase with homogeneous heating 
of  the structure, and the maxima of  temperature and current density in the process 
of  self-heating shift from the beginning to the center of  the tracks. The proposed 
model can be used to evaluate the thermomechanical stresses in the structure of  the 
HBT and the limiting electrical parameters in the pulsed modes of  operation of  the 
HBT.
Keywords: heterojunction bipolar transistor, dynamic thermoelectric model, current density, 
temperature, inhomogeneity
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1. INTRODUCTION
Along with the active development of  MIS 
and HEMT microwave transistors, modern 
radio and telecommunications equipment 
widely uses high-power bipolar (BT), including 
heterojunction (HBT), microwave transistors 
[1-4]. Devices of  this class are the least reliable 
as part of  modern radio-electronic systems 
for various purposes, since they operate in the 
most severe thermal and electrical conditions. 
This class of  devices is characterized by the 
presence of  a strong positive thermal feedback 
(PTF) and the manifestation of  the effects of  
an inhomogeneous and unstable distribution 
of  current density, power and temperature in 
transistor structures [5-7], which lead to local 
overheating and thermomechanical stresses of  
the structure and, as a result, to the acceleration 
of  degradation mechanisms and instrument 
failures.

One of  the most common geometries 
of  the structures of  modern high-power 
BTs and HBTs is a strip or comb geometry 
with a parallel arrangement of  elementary 
transistors (cells) of  HBTs (see Fig.  1 [4] 
and Fig. 2 [7]). Self-heating of  each HBT 
cell by dissipated power and thermal 
coupling between neighboring cells lead 
to an uneven temperature profile of  the 
HBT elementary transistor matrix. Due to 
the positive temperature coefficient of  the 
emitter current, currents of  higher density 
will flow through the central cells of  the 
HBT with a higher temperature, which 

leads to an increase in heat release, which 
can ultimately lead to thermal breakdown 
or degradation of  the device [8, 9], which 
is especially strong. manifests itself  at high 
levels of  injection [10].

In order to reduce the uneven temperature 
distribution and solve these thermal problems, 
various options for one-dimensional geometry 
design are used, including changing the length 
of  the emitter in HBT cells [7] and changing the 
distance between emitters between HBT cells 
[8], which allows to reduce the temperature 
difference between individual cells.

RADIOELECTRONICSVYACHESLAV A. SERGEEV, ALEXANDER M. HODAKOV

Fig. 1. Topology of  the HBT active region [4].

Fig. 2. Comb structure of  HBT with 20 
elementary transistors [7].
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In well-known works, thermoelectric 
processes in comb-like HBT structures were 
considered without taking into account the 
voltage drop on the current-carrying tracks 
of  emitter metallization, which leads to a 
significant inhomogeneous distribution of  the 
emitter current density, and hence the power 
dissipation density along the emitter tracks 
[11-13].

In [14], we considered a stationary 
thermoelectric model of  the HBT 
microwave transistor structure, taking into 
account the voltage drop on the current-
carrying tracks of  the emitter metallization. 
It is shown that the distributions of  
temperature and current density along the 
emitter tracks of  the structure change their 
character: from monotonically and weakly 
decreasing from the beginning of  the track 
to the end in the isothermal approximation, 
these distributions become nonmonotonic 
and essentially inhomogeneous. In 
addition, the maximum current density 
and temperature shift from the beginning 
to the center of  the track with an increase 
in the operating current. Note that for 
semiconductor structures, it is not the 
absolute deviation of  the local temperature 
of  the structure from the average value that 
is critically important, but the gradient of  
temperature change, which determines the 
level of  thermomechanical stresses and the 
dynamics of  electromigration processes in 
the elements of  the structure [15].

In radio-electronic systems of  HBT 
microwave transistors, as a rule, operate 
not in stationary, but in pulsed modes with 
the duration and duty cycle of  the pulses 
varying over a wide range. In this case, it 
is obvious that during the action of  the 
dissipated power pulse, the distribution 
of  current density and temperature in the 
structure will be transformed. This article 

presents a 3D thermoelectric model for 
calculating the temperature field and the 
distribution of  the emitter current density in 
the comb structure of  the GBT, taking into 
account the joint influence of  all the above 
factors of  the inhomogeneous distribution 
of  current and temperature in the device 
structure, including the inhomogeneous 
distribution of  the current density under 
the emitter tracks as a result of  the voltage 
drop across resistance of  current-carrying 
metallization.

2. THERMOELECTRIC MODEL
Fig. 3 shows the geometry of  the HBT 
semiconductor structure model used in 
calculating the temperature fields, which 
is a rectangular semiconductor crystal 
with dimensions lx × ly × lz, with emitter 
metallization tracks located on its upper 
surface with dimensions ae × Le × he. The 
crystal is placed on an ideal heat sink with 
temperature T0. As in [14], assuming the 
emitter tracks to be narrow, we neglect the 
effect of  pushing the emitter current to the 
side edges of  the tracks along the coordinate  
x.

The temperature field in the HBT structure 
T(x,y,z,t) at an arbitrary time t in the process 
of  self-heating of  the structure by a heating 
power pulse is found from the solution of  the 
non-stationary heat conduction equation

RADIOELECTRONICS DYNAMIC THERMOELECTRIC MODEL OF A HETEROJUNCTION BIPOLAR 
TRANSISTOR TAKING INTO ACCOUNT THE VOLTAGE DROP ON THE...

Fig. 3. Geometry of  the HBT structure model: E – 
emitter, C - semiconductor crystal.
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where c, ρ, λ  – coefficients of  heat capacity, 
density and thermal conductivity of  the 
crystal material, with the following boundary 
conditions:
•	 side surfaces and the upper surface of  the 

crystal are thermally insulated;
•	 the temperature of  the lower surface of  the 

crystal is equal to the temperature of  the 
heat sink T0;

•	 on the upper surface in the region of  the 
emitter of  the structure, the heating power 
density is given, which is determined by the 
formula:
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where S, Se = naeLe – area of  the upper surface 
of  the crystal and its active region, n – number 
of  emitter tracks, Je, Uc – emitter current 
density and collector voltage.

As an initial condition for the temperature 
in solving equation (1), a uniform temperature 
distribution over the HBT structure was taken 
T(x,y,z,0)  = T0. 				        (3)

Emitter current density distribution Je 
under the track of  the emitter metallization of  
the structure is found from the solution of  the 
following system of  equations:

( )
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where Je0 – parameter weakly dependent on 
temperature, Ue – direct voltage drop across 
the emitter p-n junction, Eg – semiconductor 
bandgap, e – electron charge, φe – emitter 
metallization potential, r – transistor input 
ohmic resistance, k – Boltzmann's constant;
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where Ie – total emitter current, Jem – current 
density by emitter track metallization, yeb and yee 
– track start and end coordinates, σem – specific 
conductivity of  emitter track metallization.

To ensure the condition for switching on 
the transistor in an electrical circuit (constancy 
of  the total emitter current Ie) it is necessary 
that the equality be satisfied:

( ), , .
e

e e
S

J x y t dx dy I=∫∫  (11)

3. SOLUTION OF THE PROBLEM 
AND RESULTS OF CALCULATIONS
The model non-stationary problem (1)-(11) 
was solved by the method of  successive 
time intervals [16], that is, the entire time of  
the heat transfer process was divided into 
a number of  intervals ∆t = tj – tj-1, within 
which the non-stationary heat conduction 
equation was solved with the initial 
power density qej(x,y,lz,tj-1) and temperature 
Tj(x,y,lz,tj-1) distributions, found as a result 
of  solving on previous interval. The values 
of  the potentials Ue and φe were found 
by a numerical iterative method, a similar 
algorithm of  which is presented in [17]. As 
an initial approximation of  the dependence

( )0
eJ y  in the iterative process, the current 

density values calculated by the formula [18] 
were chosen:

( )
0

2
0

2

2
( ) ,

cos 1
T

e
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ϕ

= ⋅
 −  

 (12)
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where 
0

0
T

kT
e

ϕ =  – temperature potential at T0 
= 300 K, the value of  which is equal to 26 
мВ; Re– metallization resistance of  the emitter 
track, and the constant C is found from the 
solution of  the equation CtgC = ReIe/2nφT0.

The original program included an appeal 
to the COMSOL Multiphysics interactive 
software environment. As in [14], an 
InGaP/GaAs GBT with a crystal size 
of  300×250×100 microns and an active 
transistor structure with four gold emitter 
tracks with a width ae = 2 microns and a 
thickness of  he = 0.5 microns was chosen as 
the calculated base object of  the study, while 
the length of  the tracks during calculations 
varied and was set within Le = (40÷80) 
microns. The functional dependences on 
the temperature of  the thermophysical 
characteristics c, ρ, λ of  the crystal material 
were selected from the COMSOL program 
materials database. The temperature of  the 
ideal heat sink Т0 was assumed to be 300 K. 

In order to compare the calculation results 
with the results of  calculations based on the 
stationary model, numerical calculations based 
on the proposed dynamic model are given for 
a variant of  the transistor operating mode at 
Ie = 40 мА, Uc = 7 В. The initial value of  the 
offset voltage at the emitter junction Ue = 1.2 
В. The total current of  the transistor structure 
was considered evenly distributed between the 
emitter metallization tracks.

Figures 4 and 5 show the dynamics 
of  changes in the maximum and average 
temperature of  the structure, as well as the 
maximum emitter current density of  the HBT 
structure during the action of  a heating power 
pulse.

Approximating the change in the 
maximum and average overheating of  
the structure by a function of  the form 
∆T(1 – exp(– t/τT)), where τT thermal 

time constant that determines the rate 
of  increase of  overheating, according to 
the obtained dependences, it is possible 
to estimate the change in the rate of  
increase of  overheating as a result of  
inhomogeneous current distribution under 
the action of  positive thermal feedback in 

DYNAMIC THERMOELECTRIC MODEL OF A HETEROJUNCTION BIPOLAR 
TRANSISTOR TAKING INTO ACCOUNT THE VOLTAGE DROP ON THE...

Fig. 4. Change in the maximum (1) and average (2) 
temperature of  the active region: Ie = 40 mA, Uc = 7 

V; ae = 2 µm, Le = 60 µm, he = 0.5 µm.

Fig. 5. Changing the maximum emitter current 
density: Ie = 40 mA, Uc = 7 V; ae = 2 µm, Le = 60 

µm, he = 0.5 µm.



114

No. 2 | Vol. 15 | 2023 | RENSIT

RADIOELECTRONICS

the structure compared with the case of  
homogeneous heating of  the structure. 
When the structure is heated by a uniformly 
distributed power density τ homogen

T = τTcr, where 
τTcr thermal time constant of  the crystal, 
determined by the thermal diffusivity of  
the crystal material   and its thickness d: τTcr 
= d2/α. For a GaAs crystal with a thickness 
of  100 microns is about 300 microseconds.  
From the dependencies in Fig. 4 and Fig. 5, 
it can be seen and numerical calculations show, 
that the thermal time constant τ heterogen

T  with 
inhomogeneous heating and the action of  PFT 
is approximately 130 microseconds, that is, 2.3 
times less τ homogen ,T  that is, the rate of  change in 
the maximum and average overheating of  the 
structure significantly exceeds the rate of  
increase in overheating with homogeneous 
heating of  the structure. This is obviously 
due to the redistribution of  the current 
density along the emitter metallization 
tracks and, accordingly, the power density 
dissipated in the HBT collector junction 
under the track.

From the distributions of  overheating 
along the emitter track presented in Fig. 6 

at different times, it can be seen that in the 
process of  HBT heating, the maximum 
temperature value shifts from the edge of  
the track to its center, i.e., to the center of  
the crystal.

It should also be noted again that the 
proposed model did not consider the 
redistribution of  the total current of  the 
structure between the cells as a result of  
uneven heating of  the cells of  the HBT 
structure due to their different arrangement 
with respect to the edges of  the crystal. 
This effect will probably lead to even 
greater inhomogeneity of  the temperature 
and current density distributions in the 
structure and requires a separate additional 
analysis.

4. CONCLUSION
The developed dynamic thermoelectric 
model of  the HBT comb structure, 
taking into account the inhomogeneous 
distribution of  the emitter current density 
as a result of  the voltage drop on the 
emitter metallization tracks and the positive 
thermoelectric feedback acting in the HBT 
structure, determines the rate and nature of  
the change in the temperature and current 
density distribution along the emitter tracks 
of  the structure under the action of  a pulse 
heating power in HBT: from monotonically 
and weakly decreasing from the beginning 
of  the track to the end in the isothermal 
approximation, these distributions 
become nonmonotonic and significantly 
inhomogeneous. In this case, the maximum 
temperature and current density reach 
stationary values at a rate significantly 
exceeding the rate of  increase in overheating 
during uniform heating of  the structure, and 
the temperature and current density maxima 
in the process of  self-heating of  the structure 
shift from the beginning to the center of  

VYACHESLAV A. SERGEEV, ALEXANDER M. HODAKOV

Fig. 6. Overheating along the 3rd emitter track: Ie = 
40 mA, Uc = 7 V; ae = 2 µm, Le = 60 µm, he = 

0.5 µm; t: 1 – 0.15, 2 – 0.3, 3 – 2 ms.
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the tracks. The proposed model can be used 
in the development of  HBT structures and 
evaluation of  their limiting functionality in 
terms of  current and temperature in the 
pulsed operating modes of  the HBT.
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1. INTRODUCTION
Power modules are widely used in various 
industries, including transport, electric power, 
metallurgy, industrial electric drive, etc. They 
usually consist of  several powerful MOSFETs or 
IGBTs mounted on a common heat-conducting 
substrate, enclosed in a sealed case. The main 
requirements for power modules are the ability 
to switch high currents at high frequency and 

withstand high voltages in the closed state. 
Unlike devices of  similar purpose, implemented 
on discrete electronic components, power 
modules have a much higher power density. In 
them, due to the dense dies arrangement, active 
and parasitic connections between the module 
elements are sharply reduced, which increases 
the efficiency and reduces possible overloads 
and the level of  electromagnetic interference 
when switching transistors [1].

A feature of  power modules operation is 
that at any time only a part of  the transistors 
are in the open state, the other transistors are 
closed. The result is inhomogeneous heating 
of  the module dies and, as a consequence, 
inhomogeneous temperature distribution over 
the substrate surface. This can lead to the average 
temperature over the substrate within the normal 
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range, some dies will have a temperature above 
the maximum allowable. To prevent this, it is 
necessary to control the temperature of  each 
module chip. Such a problem can be solved either 
by analyzing the thermal model or by measuring 
the thermal impedance matrix, which takes into 
account thermal cross-links between the module 
transistors.

2. OBJECT AND RESEARCH METHOD
The object of  research was the power module 
SK85MH10T manufactured by Semikron, 
consisting of  four power MOSFETs mounted 
on a board made using DBC technology (Direct 
Bond Copper). The design of  the module is 
shown in Fig. 1a, where the numbers indicate: 
1 – die; 2 – jumper; 3 – DBC board; 4 – radiator; 
5 – dielectric; 6 – base of  the module. The 
basis of  the DBC board is an Al2O3 ceramic 
substrate, on both sides of  which a copper foil is 
attached by sintering in an oxygen atmosphere. 
The copper foil provides high electrical and 
thermal conductivity to the mounting layer of  
the DBC board, and the ceramic base provides 
good insulating properties. The structure of  the 
transistor formed in each module chip is shown 
in Fig. 1b.

To study the mutual influence of  thermal 
connections between the transistors of  the 
module, measurements of  cross-coupled 
thermal resistances and determination of  the 
elements of  the thermal impedance matrix 
were carried out.  In order to maintain the 
temperature of  the base of  the module 

constant due the measurements, the module 
was attached to the heatsink using thermal 
grease. After measuring cross thermal 
resistances, the module cover was dismantled 
in order to determine the exact dimensions of  
the chips and their location on the DBC board, 
which is necessary to simulate the thermal 
processes that occur when heating current 
pulses pass through the module transistors.

Fig. 1b shows only part of  the power 
MOSFET structure, namely its base cell. In 
reality, a powerful MOSFET is made up of  
many such base cells, which can number in the 
thousands. A feature of  the structure is the 
presence in each base cell of  an antiparallel 
diode between the p+ source region and the 
n− drain region. When the transistor is open, 
when the current flows from the drain to the 
source, the anti-parallel diode does not affect the 
operation of  the transistor in any way. However, 
the JEDEC standard [2] recommends using it to 
measure the die temperature. To do this, a small 
measuring current is passed through the diode 
(shown by arrows in Fig. 1b) and the voltage 
USD between the source and drain is measured, 
which decreases linearly with increasing die 
temperature. It should be taken into account that 
the voltage USD is measured for a plurality of  
diodes connected in parallel, while the value of  
USD depends on the local temperature of  the 
die. In the case of  a non-uniform temperature 
distribution across the die, the measured 
USD voltage will determine the highest local 
temperature of  the die.

RADIOELECTRONICSVITALIY I. SMIRNOV, ALEXANDER M HODAKOV, ANDREY A. GAVRIKOV

Fig. 1. Power module SK85MH10T: a) design; b) MOSFET structure.
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The most widely used method for studying 
thermoelectric processes in power modules is 
the analysis of  their thermal model. To build a 
model, the principle of  thermoelectric analogy 
is often used [3], according to which thermal 
parameters (heat flux, temperature, thermal 
resistance, heat capacity, etc.) correspond to an 
electrical analogue (current strength, voltage, 
resistance, electric capacitance, etc.). In this 
case, the object is represented by an equivalent 
circuit consisting of  RC-chains connected in 
a certain way according to its design. Usually, 
Cauer or Foster substitution circuits are used [4]. 
Thermal processes occurring in an object are 
mathematically described similarly to electrical 
processes in an equivalent circuit.

To determine the equivalent circuit 
parameters, either used information about 
the material and geometry of  the structural 
elements of  the object or experimental 
results. An illustration of  the first approach 
is the work [5], in which the authors managed 
to calculate the parameters of  all elements of  
the power module from six pairs of  IGBTs 
and diodes located on a copper base that has 
thermal contact with an aluminum radiator. 
To experimentally determine the parameters 
of  the equivalent circuit, measurements of  
transient responses are often used. A sequence 
of  heating current pulses with a duration 
increasing according to a logarithmic law is 
passed through the object, and after each 
pulse, the response to this effect is measured 
– the change in the dies temperature until a 
steady state is reached. An analysis of  the 
heating curve allows to determine the thermal 
resistance components used to build a model 
of  a multi-chip system [6]. Modeling methods 
based on solving the heat equation are widely 
used. In this case, either the finite element 
method [7] or the differential difference 
method [8] is used to calculate heat fluxes in a 
multi-die system.

The processes of  heat removal from 
heated dies through the substrate to the base 

of  the module case, as well as lateral flows to 
neighboring module dies, are characterized by a 
thermal impedance matrix ZTxy(jω):
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The one-dimensional arrays Tx(jω) and Py(jω) 
are the frequency-dependent characteristics 
of  the temperature at point X and the power 
dissipation at point Y, and ZTxy(jω) defines the 
thermal coupling between points X and Y. To 
determine the thermal coupling between each 
pair of  elements, which are part of  the system, 
the authors of  [9] proposed to use the PRBS 
method (Pseudorandom Binary Sequence –
pseudo-random binary sequence). PRBS is 
a special signal that has an almost constant 
spectrum over a wide frequency range. Using 
PRBS as the input power Py(t) and measuring 
the temperature response Tx(t), the elements 
of  the thermal impedance matrix can be 
determined:

( ( )) ( )( ) ,
( ( )) ( )

x x
Txy
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ωω
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F

 

where Tx(t) и Py(t) − time representations of  the 
temperature at point X and the power dissipated 
at point Y, and F denotes the discrete Fourier 
transform. 

Another approach was used in [10], where 
the authors used the modulation method of  the 
effect of  thermal power on the measurement 
object to measure the matrix elements. To do 
this, a sequence of  heating current pulses with 
a fixed amplitude and repetition period, but 
with a duration varying according to a harmonic 
law, was passed through the transistors of  the 
module [11]. This caused a periodic change in 
the die’s temperature with the same modulation 
frequency as that of  the heating power, but with 
a phase shift. By measuring the amplitude of  the 
variable temperature component and the phase 
shift, it is possible to determine the elements of  
the thermal impedance matrix.

RADIOELECTRONICS MODELING OF THERMOELECTRICAL 
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3. POWER MODULE THERMAL 
MODEL
The object of  thermal modeling is the power 
module SK85MH10T, the design of  which is 
shown in Fig. 1a. The module consists of  four 
high-power MOSFETs mounted on a DBC 
board with dimensions b × c × hp. Transistors 
are formed in silicon dies of  square section 
a × a ×hc. The DBC board is mounted on 
a heatsink that keeps the bottom surface 
temperature constant.

The temperature field in the structure of  the 
power module is found from the solution of  the 
non-stationary heat conduction equation:

( ) ( ) ( )( ), , , , , (i 1,...,5)i
i i i i x y z i i x y z i

Tc T T T T
t

ρ λ∂
= ∇ ∇ =

∂
 (2)

where λi(Ti), ci(Ti), ( )i iTρ  are the coefficients of  
thermal conductivity, specific heat capacity, and 
density of  the layers of  the structure.

The initial and boundary conditions:
Ti(x, y, z, 0) = T0,
where T0 – ambient temperature. On the upper 
surface of  the transistor dies, the density of  the 
thermal power dissipated by the transistor die is 
set:

( ) ( ) , ( 1,..., 4).
p c

i
i i i

z h h

Tq t T i
z

λ
= +
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= − =
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On the lower boundary of  the model 
structure, which is in the zone of  contact with 
the base of  the module, the heat flow spreading 
condition is set:

( ) 5
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z
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λ α
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where αsp = 1/(b×c×Rsp) – the effective heat 
transfer coefficient of  the DBC board with the 
base of  the power module and the heatsink, and 
RSP is the thermal spreading resistance [12]. On 
all other free surfaces Σ of  the structure of  the 
power module, there is no heat exchange with 
the external environment:

0.iT
n Σ

∂
=

∂

The heat conductivity equation (2) was 
solved by the finite element method using the 
COMSOL Multiphysics software environment. 
The dimensions of  the transistor die were a × a 
× hc = 6 × 6 × 0.5 mm3, and DBC-board b × c × 
hp =40 × 28 × 1.0mm3.

The main physical properties of  the 
materials of  the structure of  the studied 
power module are presented in Table 1. The 
temperature dependences of  the thermophysical 
characteristics of  silicon used in solving the 
thermal problem were taken from the COMSOL 
library of  materials. Initial temperature T0 = 300 
K.

As in [10], the module heating by pulse-
width modulated current pulses using only 
two transistors (1 and 2) was modeled. As a 
result of  current pulses flowing through the 
transistor, the average heating power over the 
repetition period changed according to the 
harmonic law:

( ) ( )1 sin 2 ,avP t P P tπν= +
where Pαν – average heating power, P1 = αPαν 
– amplitude of  the variable component of  
the heating power, ν – modulation frequency, 
a – modulation factor. The amplitude of  
the variable component of  the heating 
power dissipated in the transistor 1, P1 = 
1.12 W, in transistor 2 – P1 = 1.04 W, with 
modulation factor a = 0.5. With  ν = 55 Hz 
the dependences of  power density (3) on time 
will be determined by the expression:

1

2

( ) 62222 1 0.5sin 2 55 ,
( ) 57778 1 0.5 2 55

[ ( )]
[ .( )]

q t t
q t sin t

π
π

= +
= +

 

The effective heat transfer coefficient  was 
a model parameter. Its value was calculated 
according to the method presented in [12] and 
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Table 1
Physical parameters of structural elements of the 

power module

Structure 
element

Material ρ, kg/m3 λ, W/(m∙K) cp, J/(kg∙K)

Die Si 2330 λ(T) cp(T)

DBC board Cu
Al2O3

8700
3900

400
27

385
776
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refined by the iterative method according to the 
experimental data on the heating temperature of  
the module structure element. In the presented 
calculation variant, this temperature was the 
junction temperature of  the 1st transistor.

4. MODELING RESULTS AND THEIR 
ANALYSIS
The results of  calculating the temperature field 
created by the heated dies of  the module during 
the flow of  current pulses through transistors 
No. 1 and No. 2 are shown in Fig. 2. On the 
right is a color temperature scale that allows you 
to evaluate the temperature at various points in 
the module.

Since the power modules mainly operate in a 
pulsed mode, when some of  the transistors are 
open and the rest are closed, the temperature 
dynamics of  all transistors, including transistors 
in the closed state, is of  interest. The results 
of  calculating the change in the overheating 
temperature of  transistors under pulsed action 
are shown in Fig. 3.

The simulation results were compared 
with the experimental studies results [10]. The 
purpose of  the research was to measure the 
elements of  the thermal impedance matrix 
of  the SK85MH10T power module, which 
consists of  four powerful MOSFETs mounted 
on a copper-ceramic board. To solve this 
problem, a modulation method for measuring 
thermal resistance was used, using the heating 

of  each transistor with a power modulated 
according to a harmonic law and measuring 
the variable temperature component of  all 
other transistors of  the power module. The 
ratio of  the transition temperature amplitudes 
Tj1 and power dissipation P1 determines the 
modulus of  the thermal impedance ZT(ν) at 
the modulation frequency ν, and the ratio of  
the imaginary Im Tj1 and the real Re Tj1 Fourier 
transform of  the transition temperature 
determines the phase tangent φ(ν) of  the 
thermal impedance. This made it possible 
to determine both diagonal and off-diagonal 
elements of  the thermal impedance matrix.

If  the measurement object has a complex 
structure and the heat flow propagates through 
the elements of  this structure from the die to 
the case and further through the radiator to the 
environment, then the total thermal resistance 
includes several components, for example, 
"transition-case", "case-radiator", "radiator-
environment". They can be determined by 
measuring and analyzing the dependence of  
the real part Re ZT(ν) or the phase φ(ν) of  the 
thermal impedance on the modulation frequency 
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Fig. 2. The results of  the power module’s temperature 
field calculation: 1…4 – MOSFET dies, 5 – DBC 

board.

Fig. 3. Changes in the overheating temperature of  
transistors under pulsed thermal exposure (curve number 

corresponds to the transistor chip number).
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of  the heating power ν. Fig. 4a shows the results 
of  measuring such dependences for one of  
the diagonal terms of  the thermal impedance 
matrix Z22, when the heating current pulses were 
passed through transistor 2, and the junction 
temperature Tj1 was also measured for it. Fig. 4b 
shows a similar dependence for the Z13 matrix 
element, when the thermal power was dissipated 
in transistor 1, and the temperature response 
was measured for transistor 3. It can be seen 
that the character of  the Re ZT(ν) dependence 
for Z13 differs from that for Z22: there is no 
increase in thermal impedance with a decrease 
in the modulation frequency to several hertz. In 
addition, unlike Z22, there is no minimum in the 
frequency dependence of  the phase φ(ν) of  the 
thermal impedance, and the value of  the phase 
itself  in a wide frequency range is only a few 
angular degrees.

In the presence of  several thermal 
resistance components, the dependence Re 
ZT(ν) has features in the form of  flat sections 
or inflection points. To reveal these features, 
the Re ZT(ν) curve was differentiated with 
respect to the modulation frequency ν. The 
result of  processing ZT(ν), which includes the 
calculation of  (dReZT/dν)−1 as a function of  

ReZT, is shown in Fig. 5. The components 
of  thermal resistance appear as maxima, the 
position of  which relative to the abscissa 
axis determines their values. For transistor 2, 
these components are RT1 = 0.495K/W, RT2 = 
0.532K/W and RT3 = 0.596K/W. The results 
of  similar measurements for other transistors 
of  the module differ from each other by no 
more than 3%.

The sequential heating of  all transistors 
of  the module at different frequencies of  the 
heating power modulation and the measurement 
of  the response to this effect made it possible 
to determine the diagonal and off-diagonal 
elements of  the thermal impedance matrix ZTxy 
[10]:

RADIOELECTRONICSVITALIY I. SMIRNOV, ALEXANDER M HODAKOV, ANDREY A. GAVRIKOV

Fig. 4. Dependence Re ZT(ν) (top) and φ(ν) (bottom): a) for Z22; b) for Z13 [10].

Fig. 5. Thermal resistance components of  power module 
transistor 2 [10]
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Diagonal members of  the matrix are complex 
quantities, the real parts of  which determine the 
components of  the thermal resistance "transition 
– the base of  the module" of  all transistors of  
the module. For the off-diagonal terms of  the 
matrix, which determine the thermal cross-links 
between transistors, the phase does not exceed 
2°; therefore, the imaginary part of  the off-
diagonal terms is practically equal to zero.

Using the elements of  the matrix ZTxy (4), 
and knowing the power dissipated in certain 
transistors, it is possible to calculate the die 
temperature of  any transistor of  the power 
module using formula (1). To check this, the 
1st and 2nd transistors were simultaneously 
heated with a power modulated according 
to a harmonic law, and the overheating 
temperatures ΔT of  all transistors of  the 
module were measured. The results are shown 
in the first row of  Table 1. The second row 
of  Table 2 shows the results of  calculating 
the overheating temperature based on the 
measured values of  the elements of  the 
thermal impedance matrix ZTxy and the power 
dissipation in the 1st and 2nd transistors. 
The third line shows the simulation results 
using a numerical method for solving the heat 
equation. It can be seen that the values of  
the overheating temperature of  all transistors 
of  the power module, obtained by various 
methods, are in good agreement with each 
other, which confirms the correctness of  
the developed thermal model of  the power 
module.

5. CONCLUSION
To study thermoelectric processes in a power 
module consisting of  four high-power MOSFETs, 
a thermal model based on the solution of  the heat 
equation by the finite element method using the 
COMSOL Multiphysics software environment is 
proposed. Within the framework of  the model, 
the calculation of  the thermal field was made 
under the pulsed action of  thermal power on a 
part of  the module died. This made it possible 
to estimate the degree of  thermal influence of  
the dies among themselves and to calculate the 
overheating temperatures of  all the module dies.
To check the reliability of  the obtained 
simulation results, they were compared with 
results obtained experimentally. As experimental 
results, the results of  measuring the elements of  
the thermal impedance matrix obtained by the 
modulation method, as well as the results of  direct 
measurements of  the overheating temperature 
of  the dies under the pulsed action of  thermal 
power on individual dies of  the module, were 
used. An analysis of  the data obtained allows us 
to conclude that the calculated and experimental 
values of  the die overheating temperature are 
in good agreement with each other, therefore, 
the developed model adequately describes the 
thermal processes in the considered power 
module.
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1. INTRODUCTION
There are examples of  the practical use 
of  microwave radiometers to monitor the 
hydrological situation along pipeline routes 
[1], to detect oil films on the water surface 
[2], to monitor the condition of  highways 
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[3], to determine the coordinates of  forest 
and peat fires [4], to determine the moisture 
content in the productive soil layer for the 
needs of  digital agriculture [5]. This article 
is devoted to the urgent topic of  microwave 
radiometric monitoring of  earthen dams 
in order to detect places of  underground 
leaks, for timely measures to prevent a 
catastrophe [6], based on many years of  
practical experience in the use of  microwave 
radiometers [7-14].

To protect low-lying areas in river valleys 
and sea coasts from flooding, to regulate 
water flow for water supply, for agricultural 
and industrial needs, according to a rough 
estimate, tens of  thousands of  kilometers 
of  dams of  various types have been built in 
the world. There are no exact statistics on 
the total length of  dams in the world, only 
the largest objects included in the register 
of  dams by the International Commission 
on Large Dams are taken into account. Safe, 
trouble-free operation of  artificial hydraulic 
structures is an extremely important 
task, since, as a rule, a dam break leads to 
catastrophic consequences with significant 
economic damage, human casualties and 
serious environmental consequences for 
the entire region that has been flooded, 
especially if  oil and gas infrastructure 
facilities, pipelines, production, processing 
or storage facilities of  hydrocarbon products 
have fallen into the flooding zone. It may 
take years to eliminate the consequences of  
the disaster…

The most common cause of  a dam break 
is overflow, which may occur due to the 
discrepancy between the actual spillway and 
the calculated values, clogging of  the spillway 
with extraneous debris. The second most 
common cause of  accidents is subsidence 
of  the soil and instability of  the slopes 

of  the dam. The third cause of  accidents 
are underground leaks that cause internal 
erosion of  the dam body, the formation 
of  voids with subsequent subsidence or 
movement of  the soil.

Therefore, timely detection of  
underground leaks in earthen dams with 
their subsequent elimination of  leaks 
allows preventing possible accidents and 
catastrophes.

In the Kingdom of  the Netherlands, 
about half  of  the country's territory has 
been reclaimed from the sea and is located 
below sea level. The coastline is formed by 
alluvial dunes. Behind them are the lands 
reclaimed from the sea, called polders and 
protected by dunes and artificial dams 
from sea waters. The total length of  the 
protective dams exceeds three thousand 
kilometers. In the Netherlands there is also 
the longest dam in Europe – Afsleitdijk, 
thirty kilometers long. The problem of  flood 
protection and water balance regulation is 
especially relevant in the Netherlands, where 
a special flood protection department, the 
Watershap, is organized, which organizes 
continuous monitoring of  artificial hydraulic 
structures using the most modern remote 
sensing methods, including the method of  
microwave radiometry.

The purpose of  this work is to show the 
results of  the practical use of  microwave 
radiometers for monitoring the condition of  
earthen dams, the possibility of  searching 
for places of  underground leaks, identifying 
places with violation of  protective coatings 
of  dams and identifying places of  erosion 
of  the dam under the protective layer, using 
various means of  transporting radiometers – 
unmanned aerial vehicles, special machines, 
quad bike and hand cart.
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2. EQUIPMENT AND RESEARCH 
METHOD
Microwave radiometers designed for remote 
sensing can be placed on various platforms 
– space, aviation and ground. Radiometers 
placed on space satellites, for example, the 
well-known MIRAS radiometric system 
developed by the European Space Agency, 
operating in the L-band with passive 
aperture synthesis, designed to measure soil 
moisture and ocean water salinity, the best 
in its class in many respects, is completely 
not applicable for detecting leaks in earthen 
dams, since the system provides the size of  
the pixel is more than 35 kilometers, which 
exceeds the length of  the longest European 
dam [7]. Previously, experiments were 
conducted to detect leakages in earthen dams 
using a scanning radiometer placed on board 
the aircraft from a height of  300 meters [1]. 
The pixel element was approximately 20 
meters. This resolution is clearly not enough 
to accurately determine the coordinates of  
the leak location. Acceptable resolution, of  
the order of  half  a meter, can be provided 
by trace radiometric systems placed at 
extremely low altitudes, since the resolution 
of  trace radiometers without synthesis of  
the antenna aperture is determined by the 
width of  the main beam of  the antenna 
pattern, which is approximately equal to 
the ratio of  the wavelength to the aperture 
value. Usually, the aperture value of  such 
antennas does not exceed 1-2 wavelengths, 
which for the L-band (wavelength 21 cm) 
will be about half  a meter. This characteristic 
size determines the minimum dimensions 
of  the radiometer. Radiometers with such 
dimensions can have a mass of  two to 
twenty kilograms and can be easily placed on 
an unmanned aerial vehicle, a special road 
vehicle, an ATV or moved on a trolley. The 
use of  a UAV as a carrier of  a microwave 

radiometer (Fig. 1) has the advantage that 
almost any section of  the dam becomes 
available for shooting when movement on 
the ground is difficult. The disadvantages of  
this method of  movement are the reduced 
resolution or detail of  the sensing. The 
resolution of  the microwave radiometer is 
equal to the height of  the radiometer above 
the earth's surface. When flying a UAV over 
a dam to ensure flight safety, the height 
must be at least 10 meters, respectively, and 
the permitted element will have a size of  
about 10 by 10 meters. This is enough to 
detect places of  underground leaks, but it is 
absolutely not enough to accurately identify 
places of  erosion of  dams. When moving 
the radiometer using a crane (Fig.  2), the 
resolution will be from 1 to 2 meters, 
depending on the setting of  the crane boom, 
but this value may vary significantly due to 
road surface irregularities. In addition, a 

RADIOMETRIC METHOD FOR SOIL MOISTURE PORTRAITS 
OBTAINING TO STUDY THE HYDROLOGY OF DAMS

Fig. 1. Placement of  the radiometer on the UAV.

Fig. 2. Sounding of  the dam using a crane.
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bulky crane may not pass everywhere. The 
placement of  the radiometer on the ATV 
significantly increases the cross–country 
ability, but the resolution is stable and is 1 
meter – the height of  the installation of  the 
radiometer (Fig.3). But the ATV also cannot 
always move across the entire surface of  the 
dam. For hard-to-reach places, moving the 
radiometer on a trolley (Fig.4) or carrying it 
on your hands is used.

The main parameters of  the radiometer 
are presented in Table 1.

The method of  detecting leaks in dams is 
based on the fact that a microwave radiometer is 
able to receive and measure the power of  its 
own radiothermal radiation that originated 
underground in depth, passed through the 
rock thickness and radiated into open space. 
Simultaneously with the radiation of  the 
dam, the radiometer also receives part of  
the relic radiation of  the celestial sphere 

reflected from the earth's surface with the 
addition of  its own atmospheric radiation. 
Radiation can be received simultaneously at 
one or at different wavelengths (frequency 
ranges) and at two wave polarizations 
– vertical and horizontal. The depth of  
sounding is determined by the selected 
wavelength, humidity and mineralization of  
the soil, and usually lies in the range from 
one to five wavelengths. For dams sensing, it 
is convenient to use the L-band (wavelength 
21 cm.), since this ensures sufficient depth 
of  sounding and in this range there is a 
frequency band (from 1400 to 1427 MHz), 
specially allocated for the operation of  
radio astronomers and passive locators. 
According to the measured values of  radio 
brightness temperatures on the vertical Tbv 
and horizontal Tbh, the IP polarization index 
is calculated by the formula:
IP = (Tbv – Tbh)/(Tbv + Tvh).

The value of  the polarization index 
weakly depends on the temperature of  the 
soil layer and is mainly determined by the 
value of  the dielectric permittivity of  the 
soil, which depends on the moisture content. 
The dependence of  the polarization index 
on soil moisture varies under different 
conditions and depends on the material and 
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Table 1
Radiometer parameters
Parameters Value

The central frequency of the receiving module, MHz 1412±30

Reception bandwidth, MHz 50 ±20

Number of receiving channels 1

Sensing method Along flight 
line

Viewing width, H - height above the ground 1.0хH

Sensitivity, K degree 0.5

Card Type SD-Card

Continuous recording time, at least an hour 8

Supply voltage, V 12

Power consumption, W max 6

Weight, kg 8.5

Size, mm 500Х400Х80

RADIOLOCATION

Fig. 3. A system of  two radiometers on an the quad bike.

Fig. 4. Moving the radiometer on the trolley.
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thickness of  the dam coating, the material 
of  the embankment, the presence of  
vegetation, etc. To accurately determine the 
radiation-humidity dependence, a special 
calibration of  the radiometric system is 
required, in relation to specific conditions.

3. DAM SOUNDING RESULTS
A system of  two radiometers combined 
with a satellite navigation system receiver 
was used to study the asphalt pavement on 
the Lauwers-Mer dam (Netherlands). The 
system measures the intensity of  its own 
radiothermal radiation of  the underlying 
surface simultaneously at two polarizations 
in the L-band, and stores its digital readings 
together with navigation information. The 
radio brightness temperatures measured 
by the system are particularly sensitive to 
changes in the dam coating material and 
soil moisture (dielectric properties). For 
example, the dielectric constant of  water is 
80, asphalt-about 5, air-1. By measuring the 
radio brightness temperatures simultaneously 
in two polarizations, the polarization index 
is determined as an indicator of  the asphalt 
structure. The graph of  the dependence of  
the polarization index on the longitudinal 
coordinate obtained during a full-scale 
experiment on the Lauwers-Mer dam is shown 

in Fig. 5. The same graph shows a fragment 
of  a soil moisture content map constructed 
from these data along the trajectory of  the 
carrier. On the map, sections of  the dam 
with normal moisture are shown in green, 
areas with increased moisture are shown in 
blue, and places with critical waterlogging 
are shown in purple. Such places were 
registered, photographed and samples (pits) 
of  asphalt pavement were taken in them in 
order to identify the causes of  waterlogging. 
Photos of  critical places and asphalt samples 
are shown in Fig. 6. During the laboratory 
examination of  the samples, it was revealed 
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Fig. 5. The study of  the kilometer section of  the dam results.

RADIOLOCATION

Fig. 6. A map of  the dam site with photos of  coating samples 
at critical points. a) dam moisture map; b) photo of  the core 
at point 50 – emptiness; c) photo of  the dam section; d) photo 

of  the core at point 51 – loose structure.



130

No. 2 | Vol. 15 | 2023 | RENSIT

that the first sample contains internal voids, 
and the second contains places with a loose 
asphalt structure. In both cases, the coating 
is able to effectively protect the dam from 
external meteorological factors and requires 
repair. During the experiment, along 
with radiometric survey, photo and video 
shooting was performed to document the 
results, as well as shooting with a thermal 
infrared camera, the data of  which correlates 
well with radiometer data and complements 
them with more accurate information about 
the surface temperature of  the dam.

The presence of  places with damaged 
asphalt pavement of  the dam, over time, 
can result in erosion of  the dam body, 
underground leaks, leaching of  soil and, 
as a result, to the formation of  voids 
that can cause soil movement or partial 
collapse with catastrophic consequences. 
Microwave radiometers, which are capable 
of  detecting water in the depth of  the dam, 
are completely insensitive to underground 
voids. But ground-penetrating radars can 
be successfully used to detect underground 
voids. Georadar is specialized active radar 
designed to probe underground objects. 
The principle of  its operation is based on 
generating and emitting an electromagnetic 
pulse into the ground through a transmitting 
antenna and receiving signals reflected from 
various underground in homogeneities. The 
reflected pulses are received by the receiving 
antenna with some delay depending on the 
distance of  the inhomogeneity from the 
antenna. The complete absence of  reflected 
signals in any range of  band means that there 
is a void in this range. Thus, the combined 
use of  several types of  sensors – microwave 
radiometers, optical cameras, infrared 
cameras and georadar provides enough 
data for a comprehensive survey of  the 
condition of  dams with recommendations 

for measures to ensure long-lasting and 
trouble-free operation.

4. CONCLUSION
As a result of  the research carried out, the 
following conclusions can be made:
•	 the method of  microwave radiometric 

sensing can be successfully used to 
monitor the condition of  dams, search 
for places of  underground leaks and 
erosion of  the coating; 

•	 an unmanned aerial vehicle, a crane, an 
ATV or a trolley can be used as a carrier 
of  the radiometer;

•	 multisensory sensing using, in addition 
to a microwave radiometer, an optical 
video camera, a thermal infrared camera 
and a ground-penetrating radar increases 
the likelihood of  detecting places of  
underground leaks, erosion of  the coating 
and the presence of  underground voids.
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1. INTRODUCTION
One of  the directions of  modern spintronics 
is the study of  spin fluxes in conductors and 
semiconductors in order to use these in various 
kinds of  microelectronic devices [1, 2]. In recent 
decades, a new scientific direction in condensed 
matter physics has been formed – straintronics, 
which uses physical effects in matter due to 

deformations that occur in micro-, nano- and 
hetero-structures under the action of  external 
controlling fields, leading to a change in the 
electronic structure, electrical, magnetic , optical 
and other properties of  materials [3]. One of  the 
branches of  straintronics is aimed at studying the 
effect of  mechanical stresses on the electronic 
properties of  a substance.

Earlier, within the framework of  the created 
models of  a stress-strain ferromagnet, a solu-
tion of  Landau-Lifshitz-Gilbert type equations 
was obtained in the form of  a dynamic hysteresis 
loop [4] and it was shown that the crystal field 
effectively interacts with the spin moments of  
localized electrons [5], and taking into account 
the spin-orbit interaction can effectively polarize 
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conduction electrons in the macroscopic region 
[6].

In the paper the dynamic control of  a 
polarization by conduction current and torsional 
strain, which are variable in magnitude and 
direction, is considers. The novelty of  the 
proposed approach lies in taking into account the 
interaction with the crystal field of  a deformed 
metal in the model Hamiltonian of  collective 
conduction electrons using relativistic spin-orbit 
corrections of  the second order. Previously, this 
interaction was not taken into account, since 
in an unde-formed crystal it does not create 
a macroscopic coherent polarization of  spin 
currents.

2. MODEL BUILDING
Let us consider the mechanically induced spin 
polarization of  the conduction electron in a 
homogeneous and isotropic polycrystalline. The 
interaction of  the collective electron with the 
crystal field is chosen in the form of  a spin-orbit 
interaction with lattice ions, that is, relativistic 
corrections in the second order of  a magnitude 
1/с, where c is the speed of  light. The energy 
of  the Coulomb interaction of  conduction 
electrons with each other, as well as with the 
other electrons of  the crystallite, both collective 
and localized in the ions of  the lattice, that is, 
with the crystal in the framework of  the self-
consistent field method, is taken into account by 
replacing its mass with the effective mass m.

Let there are N sites in the crystallite, each of  
which contains identical ions with an effective 
charge +Ze. Such lattice creates a perturbation 
of  the potential energy of  an electron at a point 
with a radius vector r and the corresponding 
electric field
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k k

eZ
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−
= −

πε −
∑ r rE r

r r
 

where ε0 is the electrical constant, e is the 
elementary charge, rk is the radius vector of  
the k-th node of  the lattice. The value of  the 
effective charge Z can be estimated by equating 

the coordinate of  the maximum of  the hydrogen-
like radial wave function to the covalent radius 
of  the atom. For example, for platinum the 
atomic radius is 1.39∙10–10 m, which for a 6s shell 
corresponds to Z ≈ 22.45.

The spin-orbital addition to the electron 
energy has the form [7]

( )2 2
ˆ ˆ ˆ,

2
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m c
= ×  E r p s  (1)

where m is the effective mass of  an electron with 
charge –e, where ħ is the Dirac constant, p and s 
are the electron momentum and spin operators 
respectively.

The dynamics of  the electron spin, created 
by perturbation (1), is described by the equa-tion 
for averages [8]
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where εαβγ is the unit asymmetric Levi-Civita 
tensor. Here and below greek indices denote 
spatial variables.

We choose the wave function of  the collective 
conduction electron in the form of  the Wannier 
function [9]:

( ) ( ) ( )
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n n
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i
N =

ψ = Ψ −∑r r R kR  

where Ψ(r) is the hydrogen-like function of  an 
electron, Rn is the lattice vector.

After summing over the spin variables, setting   
ˆ =s s and performing the change of  variables 
– ,k →r r r  we obtain the equation
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where Î  is the electron orbital momentum 
operator.

Hydrogen-like functions are small at r > 
naB/Z, where aB = 5.29∙10–11 m is the Bohr 
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radius and n is the principal quantum number. 
Therefore, the average on the right side of  
expression (2) is non-zero only when Rn – rk = 0 
or av and Rm – rk = 0 or av, where av is a vector 
drawn to the nearest neighbouring site. Then, 
taking into account that the orbital momentum 
operator is Hermitian, we obtain

( ) ( )
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Here, ( ) ( ) ( )±
ν ν νΨ = Ψ + ±Ψ −r r a r a  are 

functions with parity coinciding (index "+") and 
with opposite (index "–") parity of  the function 
Ψ(r). The equation implies summation over 
the index v over pairs of  symmetrically located 
nearest neighbouring sites.

Introducing the wave vector ( ) ,em e n= −k j   
where j is the charge current density, ne is the 
concentration of  conduction electrons, we 
obtain in the first order of  smallness in kav the 
equation of  motion of  the conduction electron 
spin:

{ }
2

2 2 3
0

2 3
0

,

ˆ
Re ,

4
ˆ

Im .
4 e

d
dt

e Z
m c r

eZj lJ a
mc n r

+
ν

ν

β − α
α νβ ν

ν

= − ×  

= Ψ Ψ
πε

= Ψ Ψ
πε

∑

∑

s I J s

lI 

 (3)

In a non-deformed crystallite, due to the 
orbital momentum unquench [10], the value 
J = 0.

3. EQUATION OF SPIN DYNAMICS IN 
STRESS-STRAIN CRYSTAL
Let us consider an inhomogeneous distortion, 
in which a point, including a crystal site with 
coordinate r, is transferred to a new position 
with coordinate r' by the displacement vector u, 
related to the original by known relations [11]

( ), , ,r r u dr u dr u uα α α α αβ αβ β αβ β α′ ′= + = δ + = ∂  

with the help of  which it is easy to obtain shift 
derivatives:
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Using shift derivatives, the orbital momentum 
operator and wave function can be repre-sented 
as
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Correspondingly, the orientations of  the 
crystal axes and orbitals of  valence electrons 
change under deformation. With sample torsion 
strain along the n axis of  the form Ω(r) = 
n(rn)ω, where ω is an angle of  torsion per unit 
length, rad/m, limited to the first degrees of  
deformation, we obtain
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In the approximation linear in ω, taking 
into account the Hermiticity of  the orbital 
momentum operator and the commutation 
relations
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Let us substitute these relations into the 
formula for the operator J in the equation (3):
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mc n r
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′ ′ ′ ′ ′ ′ ′ ′α α β γ β δ σ νσ ν
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ω
= ε Ψ Ψ

πε ∑  (5)

The relation (5) is written in the coordinate 
system associated with the axes of  the crystallite. 
Let us introduce a laboratory coordinate 
system associated with instruments that set the 
conduction current and distortion and measure 
the spin components. The components of  
vectors and tensors in the laboratory system will 
be denoted by non-primed indices, but in the 
coordinate system, associated with the crystal 
axes, by prime marks.

Let us transform the vectors of  current 
density and torsion axes from the laboratory 
system into the system of  crystal axes 

' ', ,j p j n p n′ ′σ σ σ σ δ δ δ δ= =  and the vectors I and J 
from the system of  crystal axes into the laboratory 
one 1

' ' ,J p J−
α αα α=  where a ap ′  is a unitary rotation 

matrix, which is conveniently expressed in terms 
of  Euler angles. Substituting this transformation 
into equation (3) and averaging the vector s in the 
macroscopic region over random orientations 
of  crystallites:
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Analytical averaging of  equations (7) leads to
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The maximum value of  J is obtained when 
the torsion axis is orthogonal to the current 
density vector. In this case

.K= −ωJ j  (9)

It follows from Eq. (3) that the spin modulus 
of  a single electron is conserved in a non-
deformed crystallite. Equation (6) shows that in 
the presence of  inhomogeneous distortion, the 
modulus of  the spin averaged over the sample 
is not conserved due to the second term on the 
right side. Therefore, it can be considered as a 
relaxation one and, by analogy with the Bloch-
Bloembergen equation, can be written as

{ } ,e− δ − δ ×δ = −  τ
s sI J s  (10)

where es  is the equilibrium value of  the spin 
averaged over the sample, τ is the longitudinal 
relaxation time. In this case, the steady state in 
(6) corresponds to the orientation of  the average 
spin parallel or antiparallel to the vector J . 
Averaging the perturbation (1) over the quantum 
state and over random orientations of  crystallites, 
similarly to the averaging of  its commutator, we 
obtain that the energy of  the states when the 
average spin is oriented parallel or antiparallel to 
the vector J  is 2,± J  respectively.

Then, at a finite temperature T, taking into 
account the formula (9), we write the equilibrium 
value of  the spin averaged over the sample in the 
equation (10) in the form:

th ,
2 2e
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Kj
j k T

 ω
= −  

 

js 

 

where kB is the Boltzmann constant. Thus, 
the equation for the dynamics of  the average 
electron spin (6) takes the form

[ ] 1 th .
2 2 B

d KjK
dt j k T

−   ω
= −ω × − τ +     
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 (11)

In the steady-state case, the average spin of  
the conduction electrons over a polycrystalline 
sample will be oriented predominantly along the 
current density vector j, as was shown earlier in 
[6].
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For an s-electron with l = 0 in the relation 
(8), all integrals are equal to zero. In transition 
metals, the s and p bands overlap [10]. Therefore, 
collective conduction electrons can be formed 
from p-state electrons. In a crystallite, the axis of  
localization of  the maximum electron density of  
the p-electron will be oriented in the direction of  
the v-pair of  nearest neighbours, that is, along 
the vector av. Let us direct the polar axis z along 
the vector av and count the azimuthal angle φ 
from the plane avr. Then the wave function of  
the electron can be represented as:

( ) ( ) ( )1
3 cos ,

4 ni R rΨ = θ
π

r  

where Rn1(r) is is the p-electron radial wave 
function, θ is the polar angle. Then from the 
formula (8) follows the form of  the coefficient 
K:
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where a is the distance to the nearest neighbours,
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4. CONCLUSION
The resulting equation of  motion (11) 
demonstrates the dynamic effect of  controlling 
the spin polarization of  conduction electrons 
with the inhomogeneous deformation of  the 
metal. The resulting equations are valid for a 
wide class of  crystals with strong spin-orbit 
interaction, for example, for platinum, etc. 
The effect can find application in a number of  
branches of  modern spintronics.

Thus, over last 3 years, it have appeared 
a number of  experimental works in which 
the discovered effects of  spintronics and 
spincaloritronics have not yet been explained: 
controlling the direction of  the heat flux by the 
magneto-thermoelectric effect in a deformed 
metal magnet [12], expansion of  the temperature 

range of  heat pumping using elastocaloric 
effect [13], anomalous Righi-Leduc effect in 
ferromagnetic materials [14]. The dynamic effect 
presented in this paper can form the basis of  the 
theory of  new effects of  strain spintronics.
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1. INTRODUCTION
Delayed cerebral ischemia is a dangerous 
complication that can occur in the patient 
a few days after surgical treatment for non-
traumatic subarachnoid hemorrhage. Delayed 
cerebral ischemia causes an immediate 
threat to the patient's life. Timely diagnosis 
of  this complication is an urgent medical 
problem. One of  the methods for diagnosing 
delayed cerebral ischemia is continuous 
monitoring of  the patient's condition using 
electroencephalography (EEG). Currently, 
EEG analysis is carried out by a doctor. At 
the same time, the automatic detection of  
signs of  delayed ischemia according to EEG 
data is considered an open scientific problem. 
The automation of  EEG analysis is a complex 
problem because the EEG signs of  delayed 
ischemia can be caused by other reasons. For 
example, an increase in EEG amplitude in 

the delta frequency band can occur during 
a patient's sleep, and signs of  epileptiform 
activity can be easily confused with EEG 
artifacts that occur during chewing. This study 
aims to create new statistical methods that 
help to identify EEG signs of  delayed cerebral 
ischemia and automate the continuous analysis 
of  EEG.

The first scientific works that demonstrated 
the relationship between electrical processes 
in the cerebral cortex and the work of  the 
circulatory system were made even before 
the advent of  electroencephalography at 
the end of  the 19th century [1]. Even then, 
researchers noted the complexity of  the 
studied phenomena and the inconsistency of  
the results of  experiments on animal models. 
After the invention of  EEG in 1924 [2], 
numerous works were published indicating 
that EEG in different neurophysiological 
frequency ranges reacts differently to changes 
in blood flow velocity and the level of  blood 
oxygenation. The fundamental papers of  
Japanese researchers [3,4] summarized the 
results of  experimental studies and served 
as the basis for further study in this area. 
The experimental results described in the 
neurophysiological literature indicate the 
possibility of  diagnosing delayed cerebral 
ischemia after subarachnoid hemorrhage 
using EEG [5-13]. At the same time, 
however, the problem of  clinical diagnosis 
of  delayed ischemia differs from the problem 
of  group analysis of  patients. This is caused 
by different EEG recording conditions 
leading to a large number of  EEG artifacts, 
individual characteristics of  patients, and 
the need for decision-making on changing 
the treatment regimen. Currently, EEG is 
considered a promising tool for diagnosing 
delayed ischemia but the creation of  automatic 
diagnostic systems requires further research 
[9].
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The most popular regularities of  EEG 
changes caused by delayed cerebral ischemia 
described in the literature are the increase in 
the amplitude of  the delta rhythm and the 
decrease in the amplitude of  the alpha rhythm 
[4-6]. The EEG power spectral density (PSD) 
ratio in the delta and alpha frequency ranges 
is also widely used [14-16]. The use of  the 
delta/alpha PSD ratio is appropriate when 
comparing groups of  patients because it allows 
us to increase group differences by combining 
two regularities of  opposite directions in one 
parameter. However, it should be noted that the 
problem of  identifying regularities in patient 
groups is fundamentally different from the 
problem of  clinical diagnosis of  patients. The 
use of  delta/alpha PSD ratio for individual 
patient diagnosis may cause erroneous results 
because the patterns of  changes in alpha and 
delta rhythms may differ in different patients. 
In particular, in some patients, the alpha 
rhythm may be absent, which makes the delta/
alpha PSD ratio mathematically incorrect.

In studies of  EEG in delayed cerebral 
ischemia, the comparison of  the EEG 
amplitude before and after the onset 
of  ischemia was mainly carried out. 
Unfortunately, in clinical practice, it is not 
always possible to start EEG monitoring 
of  a patient immediately after surgery. As a 
result, the doctor does not have EEG data 
that could be used to compare the EEG 
amplitude in case of  suspected symptoms 
of  delayed ischemia, which complicates 
the operational diagnosis based on the 
regularities described in the literature. 
Nevertheless, even in this case, signs based 
on the asymmetry of  the EEG amplitude in 
the affected and contralateral hemispheres 
can be used for rapid diagnosis. The presence 
of  interhemispheric EEG differences in 
patients with delayed ischemia is described 
in [3-6].

The problem of  diagnostics based on 
EEG data obtained on the day of  the onset 
of  ischemia can be solved by visualizing 
interhemispheric EEG differences. One of  
the means of  visual representation of  EEG 
is the head map. Usually, the head map is a 
two-dimensional diagram on which the EEG 
amplitude values are displayed in a given 
frequency range on all EEG electrodes using a 
color scale (see an example in Fig. 1).

Head maps are a useful tool for diagnosing 
delayed cerebral ischemia if  the software 
implementation of  head maps allows 
displaying the average EEG amplitude over 
a sufficiently long time (for example, a day). 
The disadvantage of  standard head maps 
is that different EEG trends are mixed and 
superimposed on the same diagram even 
if  they are statistically independent. For 
example, different forms of  interhemispheric 
asymmetry can be observed on different 
groups of  electrodes; the head map will 
display the overall picture of  the EEG 
amplitude for the entire considered time 
interval. In addition, all EEG artifacts, which 
can be quite significant, are also superimposed 

Fig. 1. An example of  a standard head map of  a patient 
with delayed cerebral ischemia. The delta frequency range (2-4 
Hz) is considered. The displayed value is the square root of  the 
median of  the square of  the instantaneous EEG amplitude 
over 19 hours. The value is indicated using a color scale. On 
the head map, various trends in EEG changes are observed 
simultaneously as well as EEG artifacts. However, based on 
the head map, it can be concluded that there is interhemispheric 

EEG asymmetry in the delta frequency range.
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on the overall picture, which complicates the 
correct interpretation of  EEG data. In this 
paper, we propose statistical tools based on 
AUC diagrams and the principal component 
analysis (PCA) that allows us to eliminate 
these shortcomings of  standard EEG head 
maps. The idea of  AUC diagrams is to visually 
represent the dependence of  the area under 
the ROC curve (AUC) when comparing data 
samples from the boundaries of  the range of  
given characteristic of  this data, for example, 
frequency. The article proposes a new 
type of  AUC diagram designed to identify 
interhemispheric EEG differences. The 
principal component analysis allows us to 
separate the components of  the EEG signals, 
which are characterized by a correlated change 
in the signals in some groups of  electrodes.

Another problem in using EEG to diagnose 
delayed cerebral ischemia is the choice of  
frequency ranges for analysis. The fact is that 
different authors use different boundaries 
of  the neurophysiological frequency ranges 
delta, theta, alpha, and beta. Thus, there is 
an objective problem of  determining and 
verifying the boundaries of  the frequency 
ranges in which the manifestation of  the 
regularities described in the literature on 
the diagnosis of  delayed ischemia using 
EEG is expected. Frequency ranges must be 
substantiated and experimentally confirmed. 
In this work, AUC diagrams are used for this 
aim.

The article analyzes EEG data of  two 
patients with clinically confirmed delayed 
cerebral ischemia induced by subarachnoid 
hemorrhage. Head maps of  both patients 
showed similar patterns of  interhemispheric 
EEG asymmetry in the delta, theta, alpha, and 
beta frequency ranges. Such asymmetry is not 
observed in patients before and after delayed 
ischemia as well as in patients from the control 
group.

2. DEVELOPMENT OF AUC 
DIAGRAMS FOR ANALYSIS OF 
INTERHEMISPHERIC EEG 
ASYMMETRY
2.1. Principles of constructing and 
reading AUC diagrams

The idea of  AUC diagrams was proposed by the 
authors for the analysis of  wave train electrical 
activity of  the brain in the framework of  the 
problem of  diagnosing neurodegenerative 
diseases [17-21]. In this paper, the method of  
analyzing wave train electrical activity is not 
used; however, the principles of  constructing 
and reading AUC diagrams remain the same. 
The EEG recording is divided into short 
segments (for example, 10 minutes each). We 
go through all possible combinations of  values 
of  the lower and upper bounds of  the EEG 
frequency range. The average signal amplitude 
is calculated for each considered frequency 
range, for each EEG segment, and for each 
EEG electrode. For each considered frequency 
range, a matrix is formed:
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m mk
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m mk

a a

a aM b b

b b

… 
 … … … 
 …

=  … 
… … … 

 … 
where aij is the value of  the average EEG 
amplitude in the considered frequency range 
in an electrode on the left side of  the scalp; bij 
is the value of  the average EEG amplitude in 
the considered frequency range in an electrode 
on the right side of  the scalp; k is the number 
of  pairs of  symmetrical EEG electrodes; m 
is the number of  short (10 minutes) EEG 
segments. The principal components of  the M 
matrix are calculated using PCA. The number 
of  components corresponds to the number 
of  pairs of  symmetrical electrodes. The 
projection of  the M matrix onto the principal 
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components is calculated. As a result, k vectors 
are obtained; each vector includes m projections 
of  amplitude values in the left hemisphere and 
m projections of  amplitude values in the right 
hemisphere. The ROC curve for comparison 
of  amplitude projection values in the left and 
right hemispheres is calculated. The area under 
the ROC curve (AUC) is calculated for a chosen 
principal component. The AUC values for all 
considered frequency ranges for the selected 
PCA component are displayed in the form of  
a two-dimensional diagram (AUC diagram).

Fig. 2 demonstrates an example of  an 
AUC diagram of  a patient with delayed 
ischemia after a subarachnoid hemorrhage 
corresponding to the first component of  PCA. 
It is advisable to read the AUC diagram as 
follows. Let's consider monochromatic color 
areas adjacent to the diagonal of  the AUC 
diagram. There are two large solid color areas 
in the diagram; one is cyan and the other is 

orange. The separation point of  these regions, 
which is closest to the diagonal, approximately 
corresponds to the frequency of  6 Hz along 
the abscissa and ordinate axes. The cool colors 
(blue and cyan) on the diagram correspond to 
the AUC values < 0.5; the warm colors (red 
and yellow) correspond to AUC values > 0.5. 
Therefore, at frequencies below 6 Hz, the 
average EEG amplitude in the left hemisphere 
is less than in the right hemisphere, and at 
frequencies above 6 Hz, the average EEG 
amplitude, on the contrary, is greater in the 
left hemisphere. Thus, this patient has a 
multidirectional interhemispheric asymmetry 
of  the EEG amplitude in different frequency 
ranges, which corresponds to the regularities 
of  EEG changes in delayed cerebral ischemia 
described in the literature.

According to the literature, it can be 
expected that the revealed asymmetry of  the 
EEG amplitude can be manifested differently 
in the areas of  the scalp corresponding to 
different EEG electrodes. The degree of  
generalization of  the revealed differences 
in the EEG amplitude is also important. To 
study these issues, we use interhemispheric 
asymmetry maps, which indicate the values 
of  the PCA coefficients for different EEG 
electrodes.
2.2. Evaluation of the generalization 
degree of interhemispheric EEG 
differences

Interhemispheric asymmetry maps (IAMs) 
differ from standard head maps in that they 
reflect the degree of  amplitude asymmetry 
between the corresponding pairs of  EEG 
electrodes in the left and right hemispheres. 
The degree of  asymmetry is displayed using 
a color scale. Gradations of  red and yellow 
colors indicate electrodes where increased 
EEG amplitude is observed in comparison 
with the corresponding electrodes in the 
contralateral hemisphere. Electrodes in 

Fig. 2. An example of  an AUC frequency diagram of  
EEG of  a patient with delayed cerebral ischemia. The 
displayed value is AUC when comparing the amplitudes of  
EEG fragments (daily EEG record is divided into 10-minute 
fragments) in the left and right hemispheres in the frequency 
range [Fmin, Fmax], where Fmin is the lower bound of  the 
frequency range, which is indicated by the abscissa, and Fmax is 
the upper bound of  the frequency range, which is indicated by 
the ordinate. The EEG amplitudes on all pairs of  symmetrical 
electrodes are considered. To reduce the data of  all electrodes 
to a single value, the projection of  the amplitude values on 
the first component of  PCA is calculated. The values are 
indicated using a color scale. On the AUC diagram, two solid 
areas are observed: cyan and orange. This is a consequence of  
the fact that the patient has opposite trends in interhemispheric 

EEG asymmetry in different frequency ranges.
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the contralateral hemisphere are indicated 
by gradations of  blue. IAM is always 
symmetrical along the vertical axis up to 
color inversion. This is a consequence of  the 
fact that the information about the cause of  
the observed asymmetry is discarded. For 
instance, if  the EEG amplitude is greater 
than normal in the right hemisphere, IAM 
looks the same as if  the EEG amplitude 
is less than normal in the left hemisphere. 
This property of  IAM allows us to focus 
on the properties of  EEG interhemispheric 
asymmetry and abstract from the absolute 
value of  the EEG amplitude. If  necessary, 
the doctor can obtain comprehensive 
information about the EEG amplitude using 
standard head maps or by directly studying 
the EEG signals.

Another difference between IAM and 
standard head maps is that IAM corresponds 
to a single selected principal component of  
PCA. Thus, several IAMs correspond to one 
standard head map in the selected frequency 
range. When analyzing a patient's EEG, only 
IAMs corresponding to front components of  
PCA are usually used because they reflect the 
most substantial interhemispheric differences. 
Unfortunately, it is impossible to predict in 
advance which IAM contains useful diagnostic 
information. The fact is that some IAMs may 
correspond to EEG artifacts. Such IAMs are 
usually easy to recognize by their characteristic 
appearance which allows us to exclude the 
influence of  EEG artifacts from the analysis 
and extract important information for the 
diagnosis of  delayed ischemia.

Let us consider an example of  IAM of  
a patient with delayed cerebral ischemia 
(Fig. 3). This IAM corresponds to the first 
component of  PCA in the delta frequency 
range (2-4 Hz). Interhemispheric EEG 
asymmetry in the delta frequency range, 
generalized over the entire surface of  

the scalp is observed in IAM. Notably, 
interhemispheric differences are observed 
in the frontal area of  the cortex including 
electrodes F3 and F4. A possible reason 
for this difference is that the affected brain 
region is located near the F4 electrode.

Note that we observed IAMs similar to 
Fig. 3 in both patients with delayed cerebral 
ischemia. At the same time, such IAMs were 
not observed when delayed ischemia is absent 
in patients. Below we will demonstrate that 
the considered patient has other forms of  
interhemispheric asymmetry corresponding to 
other components of  PCA.

IAMs allow separating and considering one-
by-one uncorrelated trends of  interhemispheric 
EEG asymmetry. Next, typical cases of  IAMs 
of  the norm (patients not suffering from 
delayed ischemia) will be considered.
2.3. Examples of normal EEG visualization

Usually, the norm is not characterized 
by interhemispheric EEG asymmetry. 
Nevertheless, one can observe various forms 
of  asymmetry in normal IAMs caused by EEG 
artifacts. Fig. 4 demonstrates an example of  
IAM indicating a simple EEG artifact.

Fig. 3. An example of  an interhemispheric asymmetry map in 
a patient with delayed cerebral ischemia. The delta frequency 
range (2-4 Hz) is considered. The length of  the EEG record 
is 19 hours. The displayed values are the coefficients of  the 
first component of  PCA. The values are indicated by a 
color scale. Interhemispheric EEG asymmetry in the delta 
frequency range is observed in IAM. It is generalized over the 
entire surface of  the scalp. Notably, maximal interhemispheric 

differences are observed in electrodes F3 and F4.
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Electrodes T3 and T4 in IAM are indicated 
in blue and red respectively. Other IAM 
electrodes are indicated in green, which 
corresponds to the coefficient of  0. This 
means that the observed differences between 
electrodes T3 and T4 do not correlate with 
other electrodes. Probably, the observed 
difference between electrodes is caused by 
the loss of  electrical contact between the T3 
electrode and the patient's skin.

Fig. 5 demonstrates a more complex 
example of  a norm IAM. On this IAM, 
in contrast to the previous example, 
interhemispheric differences are observed 
in almost all electrodes located along the 
edges of  the map. Such IAMs display 
EEG artifacts caused by the penetration 
of  electromyographic signals (EMG) into 
EEG. The EEG electrodes located along 
the edges of  the IAM are most affected 
by EMG of  the muscles of  the neck and 
face. In the example under consideration, 
observed EEG artifacts were caused by the 
patient lying mainly on his left side during 
the day.

Given examples demonstrate that the 
presence of  amplitude asymmetry in the 
patient's IAM is not in itself  a sign of  delayed 
cerebral ischemia. It is necessary to take into 
account the form of  EEG asymmetry, namely, 
the relative position and size of  the colored 
area in IAM to diagnose the patient properly. 
Below, examples of  IAMs of  patients with 
delayed cerebral ischemia are given in various 
frequency ranges.

3. ANALYSIS OF 
INTERHEMISPHERIC EEG 
ASYMMETRY IN PATIENTS WITH 
DELAYED CEREBRAL ISCHEMIA
3.1. Data collection and preprocessing

EEG measurements of  patients were carried 
out in the Department of  Neurosurgery 
of  the Sklifosovsky Research Institute for 
Emergency Medicine using a Mizar-EEG-202 
electroencephalograph. Silver Chloride Cup 
EEG Electrodes were used. The electrodes 
were installed according to the standard 10-20 
system; 21 EEG electrodes were installed. The 
reference and ground electrodes were placed 

Fig. 4. An example of  an interhemispheric asymmetry map 
in a norm (a patient without delayed cerebral ischemia). 
The delta frequency range (2-4 Hz) is considered. The 
length of  the EEG record is 32 hours. The displayed values 
are the coefficients of  the first component of  PCA. The 
values are indicated using a color scale. The coefficients of  
the PCA component under consideration differ from 0 only 
in electrodes T3 and T4. We can conclude that the observed 
interhemispheric difference is not generalized and is caused by 

an EEG artifact.

Fig. 5. An example of  an interhemispheric asymmetry map 
in a norm. The delta frequency range (2-4 Hz) is considered. 
The length of  the EEG record is 17 hours. The displayed 
values are the coefficients of  the first component of  PCA. 
The values are indicated using a color scale. Interhemispheric 
EEG asymmetry in the delta frequency range is generalized 
over the entire surface of  the scalp. Maximal interhemispheric 
differences are observed in electrodes O1 and O2. This example 
demonstrates that the presence of  generalized interhemispheric 

asymmetry in itself  is not a sign of  a disease.
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along the midline between points Fz and Cz. A 
high pass filter of  0.5 Hz and a low pass filter 
of  70 Hz were used. A sampling frequency of  
250 Hz was used.

The clinical EEG differs from the laboratory 
EEG in containing a large number of  outliers 
and significant zero drift. A possible method to 
improve the quality of  EEG signals is the usage 
of  the double banana montage. When using 
this montage, the computer screen displays 
the difference in EEG signals measured at 
nearby electrodes. Double banana montage 
helps to reduce the zero drift in the EEG 
signals but the number of  outliers in the EEG 
signals only increases because EEG contains 
outliers originating from both subtracted EEG 
channels. In this study, we solve the problem 
of  removing outliers in EEG signals using the 
X42 statistical method [22] with preliminary 
trend removal using median filtering. Fig. 6 
demonstrates an example of  an EEG signal 
before zero drift and outliers were removed. 
Fig. 7 demonstrates the same signal after 
removing the outliers.

During the construction of  AUC diagrams, 
the EEG record is divided into segments 
of  10 minutes. When considering different 
frequency ranges, the EEG signal is filtered 
by 8-order Butterworth bandpass filters. The 
signal is passed through the filter in the forward 
direction and then in the reverse direction to 

prevent the phase shift. The instantaneous 
amplitude of  the filtered EEG signal is 
computed using the Hilbert transform. The 
square of  the instantaneous amplitude of  the 
filtered EEG signal is computed. The average 
value of  the squared instantaneous amplitude 
is computed. The computed average value is 
used to compare EEG segments and construct 
AUC diagrams. When constructing the M 
matrix, 16 electrodes of  21 were used; thus, 
8 pairs of  symmetrical EEG electrodes were 
considered.
3.2. EEG analysis in different frequency 
ranges

Let us consider examples of  IAMs in different 
frequency ranges. The EEG data in the 
same patient with delayed cerebral ischemia 
discussed in Sections 1, 2.1, and 2.2 will be 
used to construct IAM.

The AUC diagram corresponding to the first 
component of  PCA was considered in Fig. 2. 
Let us create an AUC diagram corresponding 
to the second component of  PCA (see Fig. 8). 
In the diagram, there is a solid blue area in the 
delta, theta, alpha, and beta frequency ranges. 
Note that the abrupt transition from dark blue 
to dark red in the frequency range above 16 Hz 
is a computational artifact that does not affect 
the color of  the corresponding IAMs.

Fig. 6. An example of  a clinical EEG record. The 
signal contains a significant zero drift which complicates the 
application of  standard outlier removal methods. The abscissa 
axis is time in seconds. The ordinate axis is the signal in μV.

Fig. 7. An example of  a clinical EEG record after the 
removal of  outliers using the X42 statistical method with 
preliminary removal of  zero drift using median filtering. The 
abscissa axis is time in seconds. The ordinate axis is the signal 

in μV.
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The IAM corresponding to the second 
component of  PCA in the delta frequency 
range (2-4 Hz) is demonstrated in Fig. 9. This 
IAM can be considered as a refinement of  
IAM corresponding to the first component 
of  PCA demonstrated in Fig. 3. In other 
words, the relationship between the degrees of  
interhemispheric asymmetry in different pairs 
of  electrodes is not limited to the correlation 

demonstrated in Fig. 3. There is a weaker 
trend of  the interhemispheric asymmetry 
demonstrated in Fig. 9 against the background 
of  the trend demonstrated in Fig. 3.

In Fig. 9, there is a correlation between 
an increase in amplitude in the area of  brain 
damage (electrode F4) and a decrease in 
amplitude in the central and occipital regions 
of  the scalp. This correlation can be explained 
by that the increase in the amplitude of  the 
delta rhythm in the F4 electrode is caused by 
the presence of  a breach-rhythm [23] but not 
only the delayed cerebral ischemia. We observe 
IAMs, similar to Fig. 9 in both patients with 
delayed cerebral ischemia. At the same time, 
such IAM was not observed in patients if  the 
delayed ischemia is absent.

Let us consider frequency ranges. The 
AUC diagram of  the first component of  
PCA (Fig. 2) demonstrates that the theta 
neurophysiological range is located on the 
border between the frequency ranges where 
different interhemispheric asymmetry is 
observed. In this situation, we cannot consider 
the standard theta range (4-8 Hz) as a whole. 
Below, we consider the upper subrange of  6-8 
Hz of  the theta range.

The study of  IAM in the theta subrange 
6-8 Hz demonstrates that IAM in the theta 
subrange 6-8 Hz is more varied than in the 
delta range. In particular, we observed a 
decrease in the theta rhythm on different days 
in the occipital, central, and frontal parts of  
the scalp in patients with delayed ischemia in 
the first component of  PCA (see an example 
in Fig. 10).

The high variability of  IAM in the theta 
subrange 6-8 Hz may be caused by that this 
frequency range is located on the border of  
the delta and alpha ranges that demonstrate 
different directions of  the change in the 
EEG amplitude. There is an opinion that 
the decrease in the alpha and beta rhythms 

Fig. 9. An example of  an interhemispheric asymmetry 
map in a patient with delayed cerebral ischemia. The 
delta frequency range (2-4 Hz) is considered. The length 
of  the EEG record is 19 hours. The displayed values are the 
coefficients of  the second principal component of  PCA. 
The values are indicated using a color scale. Interhemispheric 
EEG asymmetry in the delta frequency range is generalized 
over the entire surface of  the scalp. There is a correlation 
between an increase in the EEG amplitude in the affected 
area (electrode F4) and a decrease in the EEG amplitude in 

the central and occipital regions of  the scalp.

Fig. 8. An example of  an AUC frequency diagram of  EEG 
in a patient with delayed cerebral ischemia. The displayed 
value is AUC when comparing the amplitudes of  EEG 
fragments in the left and right hemispheres. The projection of  
the amplitude values onto the second principal component 
is computed. The value is indicated using a color scale. On 
the AUC diagram, there is a blue area in the delta frequency 

range of  2-4 Hz.
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may occur later than the increase in the delta 
rhythm in patients with delayed ischemia [12, 
24]. This issue may also be a reason for the 
variability of  IAM in the theta subrange. Thus, 
IAM in the theta range may contain important 
information about the clinical course but this 
issue requires more detailed study.

In IAM of  the first PCA component in the 
alpha frequency range (8-12 Hz), we observed 
a decrease in the EEG amplitude in the central 
and posterior areas of  the scalp on the affected 
hemisphere in one patient with delayed 
cerebral ischemia (see example in Fig.  11). 
This localization of  the interhemispheric 
asymmetry may relate to the fact that the 
sources of  the alpha rhythm are located in the 
occipital region of  the cortex and the sources 
of  the mu rhythm (at the same frequencies) 
are located in the central region of  the cortex. 
In the second patient with delayed ischemia, a 
similar pattern of  changes in the alpha rhythm 
was also observed; however, the corresponding 
IAM was practically the same as the IAM of  
the normal alpha rhythm. Thus, alpha IAMs 
also provide useful diagnostic information but 
their applicability may be more limited than 
delta IAMs.

IAMs of  the first component of  PCA 
in the beta-I frequency range (13-15 Hz) in 
both patients with delayed cerebral ischemia 
were similar to IAM in the alpha frequency 
range. Thus, examples of  IAMs in the beta-I 
frequency range are not given for brevity.

Fig. 12 demonstrates an example of  IAM 
of  the first component of  PCA in the beta-
II frequency range (17-24 Hz). Notably, 
IAM in the beta-II range differs from IAM 
in the alpha range. This difference can be 
explained by that the sources of  the beta 

Fig. 10. An example of  an interhemispheric asymmetry 
map in a patient with delayed cerebral ischemia. The 
upper theta subrange 6-8 Hz is considered. The length of  
the EEG record is 19 hours. The displayed values are the 
coefficients of  the first component of  PCA. The values are 
indicated using a color scale. We observe an interhemispheric 
EEG asymmetry in IAM generalized over the entire surface 
of  the scalp. Notably, maximal interhemispheric differences 
are observed in the posterior region of  the scalp in the electrodes 

P3 and P4.

Fig. 11. An example of  an interhemispheric asymmetry map 
in a patient with delayed cerebral ischemia. The alpha 
frequency range (8-12 Hz) is considered. The length of  
the EEG record is 19 hours. The displayed values are the 
coefficients of  the first component of  PCA. The values are 
indicated using a color scale. We observe an interhemispheric 
asymmetry of  EEG in the alpha frequency region generalized 

in the central and posterior regions of  the scalp.

Fig. 12. An example of  an interhemispheric asymmetry map 
in a patient with delayed cerebral ischemia. The beta-II 
frequency range (17-24 Hz) is considered. The length of  
the EEG record is 19 hours. The displayed values are the 
coefficients of  the first component of  PCA. The values are 
indicated using a color scale. We observe the interhemispheric 
EEG asymmetry in the beta-II frequency range generalized 

over the entire surface of  the scalp.
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rhythm in the cerebral cortex do not have 
a definite localization. We observe IAMs 
similar to Fig. 12 in both patients with 
delayed cerebral ischemia. At the same time, 
such IAMs were not observed in patients 
when delayed cerebral ischemia is absent.

Thus, all considered neurophysiological 
frequency ranges delta, theta, alpha, and beta 
contain useful information about the clinical 
course of  the disease; however, the diagnostic 
value of  the frequency ranges is different. Let 
us compare the results of  the interhemispheric 
EEG asymmetry analysis with the data 
described in the literature.
3.3. Comparison of EEG analysis results 
in frequency ranges

Research papers studying EEG in patients 
with delayed cerebral ischemia describe mainly 
changes in EEG in different frequency ranges 
over time. In other words, EEG is compared 
before and after the onset of  delayed ischemia 
[4-6]. In contrast to these studies, we compare 
EEG in the cerebral hemispheres directly 
during delayed ischemia. Nevertheless, the 
results of  studies can be compared because 
EEG changes over time are different in 
the affected and contralateral hemispheres 
[3,25-28].

Research papers express different opinions 
about the diagnostic value of  different EEG 
ranges. For example, [29] demonstrated that 
the theta and alpha ranges have the highest 
diagnostic value for the early diagnosis 
of  delayed cerebral ischemia (2-3 days in 
advance); a 40% decrease within 5-6 hours 
in focal EEG amplitude was considered as 
a sign of  this complication. The paper [29] 
notes the importance of  removing EEG 
artifacts and the separation of  focal EEG 
changes and regional EEG changes caused 
by the status of  patients and drug-induced 
action. In the framework of  our method, 
we use IAMs to detect interhemispheric 

asymmetry caused by focal EEG changes 
and PCA to separate uncorrelated focal 
and regional EEG changes. In addition, we 
use AUC diagrams to refine the boundaries 
of  the EEG frequency ranges. In most 
studies, including [29], this check is not 
implemented; thus, the diagnosis is carried 
out using incorrect boundaries of  the theta 
range, which simultaneously falls into the 
regions of  an increase and a decrease in 
the EEG amplitude. This issue allows us to 
explain the contradictory data on the theta 
range EEG amplitude changes reported in 
the literature [4,5].

[30] reports that delta range EEG 
interhemispheric asymmetry depends on the 
degree of  damage in the cortex and subcortical 
structures of  the brain. Thus, EEG in the delta 
range may contain additional information 
useful for diagnosing the patient. We used IAM 
for analyzing delta range EEG to separate the 
sign of  delayed cerebral ischemia and delta 
waves caused by sleep. IAMs allow one to 
abstract from EEG changes caused by sleep 
because they appear mainly simultaneously on 
both hemispheres of  the brain.

A study of  shorter time intervals (about 
1 hour) demonstrated that IAMs of  patients 
with delayed cerebral ischemia in some 
intervals were similar to IAMs of  the daily 
records considered above. However, the 
estimation of  minimal time intervals sufficient 
for an accurate diagnosis of  delayed ischemia 
is a topic for additional research. The examples 
of  patients with delayed cerebral ischemia 
considered in this paper are not sufficient to 
make conclusions about the sensitivity and 
specificity of  the observed interhemispheric 
asymmetry maps. We can only conclude that 
the developed visualization tool helps to 
identify EEG asymmetry patterns that are 
expected from a neurophysiological point of  
view.
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4. CONCLUSION
A new type of  EEG head map named the 
interhemispheric EEG asymmetry map was 
developed. The purpose of  these maps is to 
identify signs of  delayed cerebral ischemia 
after subarachnoid hemorrhage. A new type 
of  AUC diagram was developed to check the 
boundaries of  the EEG frequency ranges in 
which the analysis is carried out. Using AUC 
diagrams, we have demonstrated that the 
standard neurophysiological theta range is 
located on the border between the frequency 
ranges where the EEG amplitude changes 
in different directions. This fact allows 
us to explain contradictory data reported 
in the literature. IAMs allow us to detect 
interhemispheric asymmetry caused by focal 
EEG changes, while PCA is used to separate 
uncorrelated focal and regional EEG changes. 
The principles of  construction and reading of  
IAMs and AUC diagrams are demonstrated by 
the example of  analyzing data in two patients 
with clinically confirmed delayed cerebral 
ischemia after subarachnoid hemorrhage. 
EEG changes were demonstrated in the delta, 
theta, alpha, and beta ranges.
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1. INTRODUCTION
Works on the graphene compounds synthesis 
and the study of  its unique physical properties 
in the world form one of  the most promising 
areas in the chemistry and physics of  new 
inorganic functional materials [1–3]. One of  
the important consequences of  the graphene 
discovery is the interest in obtaining composites 
of  metal and metal oxides on the graphene 
surface [4,5].

Particularly attractive for use were 
composites based on RGO and titanium 
oxides. And a number of  these composites 
are already being successfully used [6-8]. The 
works are aimed at obtaining a practical result 
as soon as possible. However, the choice of  
methods for the synthesis of  both titanium 
dioxide nanoparticles and RGO is quite 
random. Often used for the synthesis of  
titanium oxide, as well as for the production 
of  RGO, multistage methods, toxic substances 
[9]. However, there are practically no works on 
the synthesis of  rutile composites on RGO. 
In our work, we have developed 2 universal, 
easy methods for the synthesis of  TiO2 (rutile) 
particles on RGO using a non-toxic reagent – 
supercritical isopropanol.

2. EXPERIMENTAL PART
As initial reagents we used: natural graphite 
(99.9% purity, China), titanium isopropoxide 
Ti(OCH(CH3)2)4 (Titan(IV)-isopropylat, 98%, 
CAS: 546-68-9), isopropanol C3H7OH puriss. 
spec. TC 2632-011-29483781-09, hexane, 
analytical grade.

2.1. Production of TiO2 particles (rutil)
Rutile particles were obtained by hydrolysis 
of  titanium isopropoxide [10]. A solution 
was prepared from 5 ml of  titanium 
isopropoxide and 15 ml of  isopropanol. 
Distilled water (250 ml) was added to this 
solution. The solution was stirred at room 
temperature for 30 minutes. Then the 

resulting solution was poured into Petri 
dishes and placed in an oven at 95°C for 19 
hours.

The volume of  the solution was 
reduced by half  and the resulting solution 
was dispersed using powerful ultrasound 
(parameters: frequency – 20.4 kHz, specific 
power – 0.1-1 W/cm3) for 25 min. After 
cooling, they were centrifuged with hexane 
at 8000 rpm for 25 min. It was dried for 
several hours at 80°C, and then the resulting 
powder was washed with ethanol (3 times). 
The powder was calcined at 800°C for 2 h 
to get rutile.
2.2. Preparation of graphene oxide and 
reduced graphene oxide

Graphene oxide (GO) was obtained by 
the modified Hummers method [11], by 
sequentially oxidizing natural graphite acids 
with acids, followed by washing to neutral 
pH and ultrasonic treatment (parameters: 
frequency – 20.4 kHz, specific power – 0.1-
1 W/cm3), for 30 minutes until stable dark 
brown dispersion with c = 1 mg/ml. Part of  
the GO dispersion was dried to a constant 
weight, and the resulting dark gray powder 
was reduced in supercritical isopropyl 
alcohol using a small-volume autoclave 
made of  EP-943 nickel alloys [12].
2.3. Deposition of rutile particles 
on the surface of graphene oxide (I 
metod)
0.1 g of  GO and 5.8 ml of  C3H7OH were 
added to 0.01 g of  TiO2-rutile, and the 
mixture was sonicated for 20 min. The 
solution was poured into a quartz container 
and placed in an autoclave, which was in 
an air thermostat at 285°C for 24 hours 
to restore in supercritical isopropanol. 
The resulting black precipitate was washed 
with C3H7OH and C3H6O in a ratio of  
1:1 several times with a centrifuge at 6000 
rpm for 10 min, after which the material 
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was dried at room temperature to constant 
weight. The composition and structure 
of  rutile composites on the surface of  
RGO flakes were studied by a complex of  
physicochemical methods of  analysis - X-ray 
phase analysis, atomic force spectroscopy 
and transmission electron microscopy
2.4. Obtaining of rutile particles on 
the surface of reduced graphene oxide 
(method II or one-pot method)
To 5 ml of  Ti(OCH(CH3)2)4 (in 15 ml of  
C3H7OH) was added in portions the earlier 
prepared dispersion of  graphene oxide, 
sonicated for 20 min, with vigorous stirring 
on a magnetic stirrer. After that, 250 ml of  
deionized water was added, stirring for 30 
minutes and dried at 65°C for 19 hours. The 
resulting powder was placed in a vacuum 
furnace at 100°C for 3 hours, followed by 
annealing at 800°C to obtain rutile on the 
RGO surface for 4 hours. The resulting 
powder was washed with C3H7OH and 
C3H6O in a ratio of  1:1 using a centrifuge at 
6000 rpm for 10 min, after which the material 
was dried at room temperature to constant 
weight. Further, the obtained samples were 
investigated by physico-chemical methods 
of  analysis.

3. RESULTS AND DISCUSSION
3.1. Research methods

To characterize rutile particles as well as 
composites of  GO-rutile particles and RGO-
rutile particles, a set of  methods was used: 
X-ray phase analysis (XPA), transmission 
electron microscopy (TEM), atomic force 
microscopy (AFM).

The sizes and shapes of  nanoparticles 
in a dispersion in an organic solvent and in 
nanocomposites were determined by analytical 
processing of  TEM images obtained by TEM 
on a JEOL JEM-2100 setup at an accelerating 
voltage of  100 kV and 150 kV, respectively.

Before recording, the samples were placed 
on copper grids 3.05 mm in diameter covered 
with a polymer film. Transmission images were 
taken at magnifications up to 500,000 x, and a 
0.4 µm diameter limiting diagram was used for 
electron diffraction imaging.

The ratio λL = Rd was used to determine 
the interplanar spacing using the reflections 
of  the diffraction pattern in an electron 
microscope. The length of  the chamber in 
an electron microscope was determined by 
passing electrons through all lenses.

AFM measurements were made in air 
using a Nanoscope III microscope (Digital 
Instruments) equipped with a 150 µm scanner 
in tapping and contact modes. We used 
commercial non-contact silicon cantilevers 
with a hardness of  11.5 N/m and a resonant 
frequency in the range of  193-325 kHz. The 
stiffness of  the used contact cantilevers was 
0.01 or 0.3 N/m. The scanning frequency is 
about 2 Hz. All AFM images were recorded 
simultaneously in two channels: height and 
deviation (for the contact mode) or height 
and amplitude (for the tapping mode). 
Image processing was performed using 
the FemtoScan program (Filonov AS et al., 
2001).

Powder particles prepared at IGIC were 
diluted with distilled water. The resulting 
suspension was shaken, and 20 µl was taken 
from it to be applied to a fresh chip of  mica, 
which was used as a substrate. The obtained 
samples were dried in a stream of  nitrogen.
3.1.2. Study of the obtained GO and RGO
Fig. 1 shows the radiograph of  the GO. 
The results of  X-ray phase analysis showed 
the presence of  one phase of  GO, which is 
characterized by the presence of  two peaks: 
the peak at 130 has a high intensity, and the 
peak at 430 is much less pronounced. The peak 
at 280 corresponds to the graphite peak.
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The presented TEM micrograph (Fig. 2) 
refers to GO.

Fig. 3 shows the result of  X-ray phase 
analysis of  the RGO. It is known that the 
RGO peak is similar to the graphite peak, but 
is shifted by 20, i.e. the peak related to RGO is 
260, as shown in the image.

First, graphene oxide was obtained, after 
placing GO in the SCI, successful reduction 
occurred, and fully reduced graphene (RGO) 
was obtained with one peak at 260. This can 
be seen in the X-ray pattern (Fig. 3).

Fig. 4 shows a TEM micrograph of  the 
RGO after SCI.
3.2. Deposition of rutile particles on 
the surface of graphene oxide

GO (0.1 g) and isopropanol C3H7OH (5.8 ml) 
were added to 0.01 g of  titanium oxide (rutile), 
the mixture was treated with ultrasound 
(frequency – 20.4 kHz, specific power – 
0.1-1 W/cm3) within 20 min. The resulting 
crystalline rutile (0.069 g) was mixed with 
graphene oxide (0.135 g) and isopropanol (5.8 
ml). The resulting solution was poured into a 
quartz container and placed in a small-volume 
autoclave for recovery in the SCI.

Small-volume autoclaves made of  EP-
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Fig. 4. Micrograph of  RGO.

Fig. 3. X-ray of  the RGO.

Fig. 2. Micrograph of  GO oxide.

Fig. 1. X-ray diffraction pattern of  GO oxide.
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943 nickel alloys [13] were used for the 
experiment. A quartz container containing 
a dispersion of  titanium dioxide, GO, and 
isopropanol was placed in the autoclave. 
The autoclave, in turn, is placed in an air 
thermostat, and kept at a given temperature 
for the required time (time in supercritical 
18 hours, temperatures 280-285°C).The 
resulting black precipitates were redispersed 
in isopropanol using a centrifuge at 6000 rpm 
3 times. After that, the powders were dried 
at room temperature to constant weight. 
Further, the resulting black precipitates 
were washed with isopropanol and acetone 
in a ratio of  1:1 several times, centrifuged 
at 6000 rpm for 10 minutes, after which 
the material was dried at room temperature 
to constant weight. The composition and 
structure of  rutile composites on the surface 
of  RGO flakes were studied using a complex 
of  XRD, AFM, and TEM methods.

Rutile particles on the GO surface were 
obtained using isoropanol as a medium. The 
choice of  isopropanol as a solvent was due 
to the fact that the synthesis of  nanoparticles 
in it is relatively easy to control, reproducible 
and allows obtaining particles of  a certain 
size. In addition, this solvent prevents particle 
agglomeration due to the interaction of  
functional –OH – groups with the particle 
surface.TiO2.
3.3. Methods for the obtained samples 
studying

 To characterize particles of  titanium oxides, 
as well as composites of  GO-rutile and RGO-
rutile particles, a set of  methods was used: 
X-ray phase analysis (XPA), transmission 
electron microscopy (TEM), and atomic force 
microscopy (AFM).

The analysis of  the X-ray diffraction 
pattern of  rutile presented in Fig. 5 showed 
the presence of  one TiO2 phase (JCPDS # 86-
0147, tetragonal, primitive space group P42/

mmm, a = 4.594 Å, c = 2.958 Å). The reflections 
in the diffraction pattern are narrowed, which 
indicates the large sizes of  the studied particles. 
The calculation using the Debye-Scherer 
formula showed that the average particle size 
of  rutile is about 170-180 nm.

Fig. 6 shows an electron microscopic 
image of  TiO2 (rutile) particles, from which 
it can be seen that the studied sample has a 
shape close to spherical, and also has a narrow 
size distribution for an aggregate of  more than 
100 particles. The size distribution histogram 
showed that the average NP size is 180 nm.

The results of  the study of  the rutile/RGO 
X-ray pattern (Fig. 7) showed the presence 
of  two phases: TiO2 (JCPDS # 86-0147, 
tetragonal, space group P42/mmm, a = 4.594 
Å, c = 2.958 Å) and graphene. The reflections 
of  titanium oxide (rutile) on the diffraction 
pattern are narrowed, which indicates a 
significant size of  the particles under study. 
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Fig. 5. X-ray diffraction pattern of  TiO2 particles 
(rutile).

Fig. 6. a) micrograph of  rutile particles, b) size 
distribution histogram.
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According to the Debye-Scherer formula, it 
was calculated that the average particle size of  
TiO2 (rutile) is about 170-180 nm.

According to the AFM images (Fig. 8) of  
rutile/RGO particles, it can be said that rutile 

particles are located only on the surface of  
graphene flakes, their average height is 180 nm. 
The thickness of  graphene flakes is 5 nm, and 
the lateral size of  graphene flakes is 1 μm.

The micrograph of  the rutile/RGO 
sample (Fig. 9) under study clearly shows 
that the particles are immobilized on the 
graphene surface. Also, according to the size 
distribution histogram, the average size of  
TiO2 nanoparticles was 200 nm

The XRF analysis is shown in Fig. 10. The 
image shows the presence of  two phases: 
TiO2 (# 78-1510, tetragonal, space group 
P42/mmm) and graphene. The reflections 
of  the studied titanium oxide sample on the 
X-ray diffraction pattern are expanded, which 
indicates the large size of  the nanoparticles. 
The peak at 260 corresponds to the graphene 
peak. The average size was calculated using 
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                      a                                       b
Fig. 9. a) micrograph of  rutile/RGO), b) size 

distribution histogram.

                                      a 

                                    b
Fig. 8. a) AFM/RGO image), b) longitudinal section 

along the cut line.
Fig. 10. X-ray diffraction pattern of  rutile/RGO 

composite.

Fig. 7. Rutile/RGO radiograph.
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the Debye-Scherer formula, which was 180 
nm. According to the data obtained, it can 
be seen that, after reduction in supercritical 
isopropanol, titanium oxide nanoparticles were 
not reduced to Ti, which is typical for anatase 
powders, as was shown earlier [13].

The AFM micrograph (Fig. 11) shows that 
rutile particles are on the surface of  graphene 
flakes. The particle size of  rutile is 180 nm, 
which corresponds to the XRF data. Also, 
according to the longitudinal section along the 
cut line, it can be said that the thickness of  the 
graphene flakes is 3 nm, and the lateral size of  
the graphene flakes is 1.5 μm.

According to the results of  transmission 
electron microscopy in Fig. 12, it can be seen 
that the resulting rutile particles have a shape 
close to spherical, and they are also immobilized 
on the surface of  graphene flakes. A histogram 
of  the size distribution was plotted and the 
average particle size of  rutile was shown to be 
180 nm.

The resulting rutile particles on RGO were 
characterized by physico-chemical methods 
and their size was determined, which was 180 
nm. When particles were fixed on the surface 
of  graphene flakes, the particle size increased 
to 200 nm. Rutiles were also obtained on the 
RGO surface by the one-pot method, the size 
of  which was also 180 nm. If  we compare the 
thickness of  graphene flakes in both cases, 
then in the one-stage method it was 3 nm (up 
to 8 layers), which is less than in the two-stage 
method.

Comparing the two-stage method and the 
one-pot method, we can say that in the case of  
the one-stage method, the particle size turned 
out to be somewhat smaller, and the thickness 
of  the graphene flakes was less, it was 5 layers. 
In addition, the one-stage synthesis method 
takes 2 times less time compared to the two-
stage one. However, the preparation of  rutile 
nanoparticles (with a rutile particle size of  
less than 100 nm) on RGO requires further 
experiments.

4. CONCLUSION
1. As a result of  the work done, graphene-
TiO2 (rutile) composites were obtained and 
characterized by two methods. The methods 
used are based on the reduction of  SCI 
graphene oxide.
2. It has been shown that when using a 
dispersion of  pre-prepared nanoparticles of  
metal oxides and graphene oxide, composites 
are formed containing rutile microparticles on 
the surface of  graphene flakes.

Rutile microparticles are 180 nm in size, 
graphene flakes are 3-5 layers thick with a 
lateral size of  up to 500 nm.
3. It is shown that it is possible to obtain the 
same composites in one stage (one pot method) 
by introducing a metal salt and graphene oxide 
into the reaction mixture, followed by SCI 
reduction.

NANOSYSTEMS

Fig. 12. a) micrograph of  rutile/RGO, b) size 
distribution histogram.

                      a                                       b
Fig. 11. a) AFM image of  RGO rutile particles, b) 

longitudinal section along the cut line.

                      a                                       b
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4. SCI is used in all processes as a reaction 
medium and as a reducing agent for graphene 
oxide.
5. The obtained composites were characterized 
by the following methods: X-ray phase analysis, 
atomic force microscopy, transmission electron 
microscopy.
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1. INTRODUCTION
Currently, composite materials based on 
various classes of  polymers reinforced with 
nanosized fillers of  various compositions 
and geometries (in the form of  spheres, 
fibers, planar two-dimensional structures, 
etc.) are actively used in various fields of  
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science and technology, representing a very 
competitive alternative to materials from 
metals and alloys. High specific mechanical 
characteristics make this class of  materials 
extremely valuable when used as structural 
materials in industry (aerospace, automotive), 
as well as in a number of  other areas [1–6].

When using nanoparticles based on 
metals and ceramics and organic polymers 
as a matrix as fillers, it is necessary to take 
into account the very weak adhesion of  
nanoparticles to the material of  the polymer 
matrix, which is due to the chemical 
inertness of  the nanoparticle surface. 
Obviously, in the absence of  chemical 
interaction between the components of  
the composite material, a very low level 
of  strength of  the interfacial interaction 
at the nanoparticle-matrix interface will 
be achieved, and this will negatively affect 
the physical and mechanical characteristics 
of  the entire resulting material [3, 4]. 
This effect is especially pronounced 
when studying films made of  such a 
composite material, where strengthening 
due to impregnated inclusions is especially 
important. At present, to increase the 
strength of  interfacial interaction between 
a polymer and fillers, various methods are 
used, among which chemical or physical 
modification of  the surface of  fillers [7], 
functionalization of  the polymer matrix 
[8], plasma treatment [9], and in-situ 
polymerization of  the polymer on the 
surface of  the filler are distinguished. [10] 
etc. A common feature of  all the above 
methods is the formation of  reactive 
functional groups on the surface of  the 
reinforcing particles, capable of  forming 
strong chemical bonds with the matrix 
polymer. However, it should be taken into 
account that these methods and approaches 

should be carried out taking into account 
the individual characteristics of  each 
specific filler-polymer pair and provide the 
required level of  interfacial interaction in 
the resulting composite [11–14].

When developing methods, technologies 
and equipment for obtaining functional 
and structural composite materials, as 
well as functional elements from filled 
polymers, it is also necessary to ensure the 
physicochemical and physicomechanical 
characteristics of  the materials obtained, 
which is determined both by the properties 
of  the dispersed filler and by the interaction 
of  the filler and the matrix.

Therefore, in the framework of  this 
work, zinc oxide nanoparticles were 
synthesized in a plasma discharge under 
the action of  ultrasonic cavitation, and 
samples of  films of  polymer composite 
materials were obtained and studied on 
their basis.

2. MATERIALS AND METHODS
Zinc oxide nanoparticles were synthesized 
in a plasma discharge under the action 
of  ultrasonic cavitation according to a 
previously developed procedure [15–17]. 
To create composites with a homogeneous 
distribution of  nanoparticles, solution 
technology was used, and then melt 
compounding technology using heated 
laboratory mixing rolls. An ethylene-vinyl 
acetate copolymer was used as the polymer 
matrix. The content of  vinyl acetate in the 
copolymer is 28%, the melt flow index is 
25 g/10 min.

The copolymer was dissolved in 
chemically pure butyl acetate at 60°C with 
stirring with a magnetic stirrer. Powder 
of  nanoparticles was poured into the 
resulting solution while stirring continued. 
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An IKA T18 Digital ULTRA TURRAX 
submersible high-speed disperser was used 
to break up particle agglomerates in the 
polymer solution for 10 min at a speed of  
10,000 rpm. For ultrasonic treatment of  
nanoparticles before obtaining a sample, 
a Technosonic-1000 ultrasonic emitter 
was used at a frequency of  40 kHz and 
an intensity of  2 W/cm2 for 2 min. After 
dispersion, the solutions were dried under 
draft. The dried samples were then subjected 
to rolling. Mixing rollers are designed for 
the preparation and processing of  rubber, 
plastic mixtures with various parameters 
of  technological processes. Before rolling, 
the crushed components were subjected to 
conditioning at a temperature of  50±5°C 
in an oven (Loip, Russia) for 3 hours.

To obtain a composite, the resulting 
dried concentrate was diluted with pure 
copolymer granules to a final filler 
concentration of  1% wt. Melt mixing 
was carried out on a UBL-6175-BL 
laboratory mixing roll (Dongguan BaoPin 
International Precision Instruments Co., 
Ltd., China). When compounding, the 
following technological parameters were 
used: 8 rpm and a gap between the rolls 
of  1 mm, the temperature regime of  the 
rolls was 130°C and 150°C. Next, the films 
were pressed on a cellophane substrate 
using an RPA-12 laboratory hydraulic 
press (Biolent, Russia) at a temperature of  
150°C and a pressure of  20 kgf/cm2.

The identification of  the phase 
composition of  the obtained samples was 
carried out on a Bruker D8 Advance setup 
operating in reflection mode using Cu-Kα 
radiation (40 kV, 40 mA, λ = 1.54056 Ǻ). 
Qualitative determination of  the metal 
in the obtained samples of  materials by 

X-ray fluorescence analysis was carried 
out on the analyzer Olympus Vanta (Japan) 
in the GeoChem mode with a 3-beam 
mode (scanning time: 45 s on each beam). 
Morphology was studied by scanning 
electron microscopy on a Carl Zeiss Supra 
40-30-87 instrument.

3. RESULTS AND DISCUSSION
As was shown in previous studies, the 
combined impact on a liquid medium of  
pulsed or stationary electric fields and 
high-intensity ultrasonic vibrations above 
the cavitation threshold leads to the 
appearance of  a special form of  electric 
discharge in a cavitating liquid medium 
[15–17]. This type of  discharge is still 
a little studied physical phenomenon, 
which has original electrical and optical 
characteristics. At the same time, as it 
was proved earlier, the use of  ultrasonic 
cavitation makes it possible to solve the 
problem of  preventing the agglomeration 
of  synthesized nanoparticles after 
synthesis and activates their surface, 
creating additional active adsorption 
centers on it, which contributes to the 
effective interaction of  such particles with 
organic polymers and makes it possible to 
create polymer composite materials with 
high operational properties [15-17].

Zinc metal electrodes were used as 
starting materials for the synthesis of  
nanoparticles. Synthesis was carried out 
in various liquid media: water, alcohols 
(ethanol, isopropanol). The nanometer 
size and high resistance of  nanoparticles 
to aggregation made it possible to obtain 
relatively stable aqueous disperse systems 
(suspensions) of  nanoparticles without the 
use of  any stabilizing compounds [15–17].
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This is explained by the fact that, firstly, 
ultrasonic action on a liquid-phase medium 
in the mode of  developed cavitation changes 
the conditions of  electrical breakdown 
between the discharge electrodes in the 
reaction chamber during the synthesis of  
nanoparticles due to the fact that cavitation 
bubbles in a liquid in an electric field are 
able to line up in chains, thus changing the 
medium from liquid-phase to vapor-liquid; 
while the discharge itself  has a falling 
current-voltage characteristic similar to 
the current-voltage characteristic of  an 
anomalous glow discharge. Optically, 
this is determined in the form of  a more 
intense glow of  the discharge. Secondly, 
intense ultrasonic cavitation during 
synthesis ensures efficient dispersion of  
particles formed [15–17]. In the case of  
association of  nanoparticles, they were 
additionally ultrasonically dispersed in an 
aqueous medium for 1 min.

Typical discharge parameters during the 
synthesis of  nanoparticles are: DC voltage 
30–60 V, current strength 3–5 A [15–17]. 
These parameters were chosen, on the one 
hand, based on the need to ensure stable 
discharge burning, and, on the other hand, 
to create reproducible conditions for the 
synthesis of  nanoparticles.

At the next stage of  the work, studies 
were carried out on the introduction of  
zinc oxide nanoparticles synthesized in a 
plasma discharge into a polymer matrix 
to obtain polymer composite materials 
and study their physical and mechanical 
properties. At this stage, a copolymer of  
polyethylene and vinyl acetate was used as a 
matrix. Composite materials based on zinc 
oxide nanoparticles were obtained, and 

nanoparticles not treated with ultrasound 
and treated with ultrasound were used.

Figures 1 and 2 present the data of  
studies of  samples of  polymer films 
based on a copolymer of  polyethylene and 
vinyl acetate as a matrix and zinc oxide 
nanoparticles as a filler by X-ray phase 
analysis.

According to X-ray diffraction data, 
the sample contains at least two phases. 
A strongly broadened peak at 2θ = 22º 
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Fig. 1. Results of  the X-ray phase analysis 
of  a sample of  a composite material based on 

nanoparticles without sonication.

Fig. 2. Results of  X-ray phase analysis of  a 
composite material sample based on nanoparticles 

after sonication.
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corresponds to the phase of  a complex 
polymer. Also on the diffraction pattern 
there are peaks at 2θ values: 31.29°, 34.68° 
and 36.50° corresponding to the zinc 
oxide phase (JCPDS # 36-1451, wurtzite 
structure).
According to X-ray phase analysis, the 
sample with nanoparticles after ultrasonic 
treatment also contains a complex 
polymer phase (a strongly broadened peak 
at 2θ = 21.2º) and peaks at 2θ: 31.90°, 
34.61° and 36.52°, corresponding to the 
oxide phase zinc (JCPDS # 36-1451, 
wurtzite structure). It should be noted 
a slight decrease in the intensity of  the 
peak corresponding to the polymer in 
comparison with the data in Fig. 1, as well 
as a slight decrease in the intensity of  the 
peaks corresponding to the zinc oxide 
phase. This may indicate an increase in 
the interaction of  the nanoparticle surface 
with the polymer when ultrasound is used, 
as well as a decrease in the size of  the filler 
nanoparticles themselves.
Figures 3 and 4 show the data of  studies 
of  samples of  polymer films based on a 

copolymer of  polyethylene and vinyl acetate 
as a matrix and zinc oxide nanoparticles as 
a filler by X-ray fluorescence analysis.

According to the data of  X-ray 
fluorescence analysis, the presence of  
zinc oxide nanoparticles was qualitatively 
confirmed in the sample.

X-ray fluorescence analysis also 
qualitatively confirmed the presence 
of  zinc oxide in the film sample. In this 
case, the intensity of  the peak increases 
in comparison with the sample obtained 
on the basis of  nanoparticles without 
ultrasonic treatment.

Figures 5 and 6 show the data of  
studies of  samples of  polymer films 
based on a copolymer of  polyethylene 
and vinyl acetate as a matrix and zinc 
oxide nanoparticles as a filler by scanning 
electron microscopy.
Scanning electron microscopy confirms 
that the zinc oxide nanoparticles are 
enclosed within the polymer film. In this 
case, there are differences between the 
samples: in the case of  nanoparticles 

Fig. 3. Results of  X-ray fluorescence analysis of  
a composite material sample based on nanoparticles 

without sonication.

Fig. 4. Results of  X-ray fluorescence analysis of  
a composite material sample based on nanoparticles 

after sonication.
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without ultrasonic treatment, the particles 
are more strongly aggregated inside the 
composite material and their average size is 
visually larger than in the case of  a sample 
with nanoparticles subjected to ultrasonic 
treatment.
Thus, as a result of  the studies carried 
out by the methods of  physicochemical 
analysis, it was shown that the activation of  
the surface of  particles using the methods 
of  physical and physicochemical effects is 
an important factor that can significantly 
increase the efficiency of  interaction 

between filler particles and the polymer 
matrix. Among the physical methods, first 
of  all, the effect of  intense ultrasound 
should be noted. The use of  methods that 
would allow the synthesis of  filler particles 
with an activated surface can give a great 
impetus to the production of  composite 
materials with improved physical and 
mechanical characteristics [15–17].

4. CONCLUSION
Composite materials in the form of  
films based on zinc oxide nanoparticles 
that were not sonicated and sonicated 
were obtained and studied. According to 
X-ray diffraction analysis, a sample with 
nanoparticles after ultrasonic treatment 
shows a slight decrease in the intensity of  
the peak corresponding to the polymer. 
This may indicate an increase in the 
interaction of  the nanoparticle surface 
with the polymer when ultrasound is 
used, as well as a decrease in the size of  
the filler nanoparticles themselves. X-ray 
fluorescence analysis also qualitatively 
confirmed the presence of  zinc oxide in 
the film sample. In this case, the intensity 
of  the peak increases in comparison 
with the sample obtained on the basis 
of  nanoparticles without ultrasonic 
treatment. Scanning electron microscopy 
confirms that the zinc oxide nanoparticles 
are enclosed within the polymer film. In 
this case, there are differences between 
the samples: in the case of  nanoparticles 
without ultrasonic treatment, the particles 
are more strongly aggregated inside the 
composite material and their average size is 
visually larger than in the case of  a sample 
with nanoparticles subjected to ultrasonic 
treatment.

Fig. 6. Results of  a study by scanning electron 
microscopy of  a sample of  a composite material 

based on nanoparticles after sonication.

NANOSYSTEMS

Fig. 5. Results of  a study by scanning electron 
microscopy of  a sample of  a composite material 

based on nanoparticles without sonication.
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1. INTRODUCTION
Currently, one of  the topical areas of  
underwater research is the illumination of  
the underwater environment, which ensures 
the detection and localization (resolution, 
determination of  bearing, radial velocity, 
distance and depth) of  moving underwater 
low-noise sound sources using small-sized 
antennas. The solution to this problem based 
on holographic processing based on stable 
structural features of  the interference pattern 
(interferogram) formed by a noise source is 
considered in [1−3]. Interferogram refers 
to the energy characteristics of  the received 
vector-scalar field in frequency-time variables. 
Holographic processing implements quasi-
coherent accumulation of  the spectral density 
of  a noise source along localized interferogram 
fringes in frequency-time variables. During 
the observation time ∆t, in the band ∆f, J 
independent realizations are accumulated with 
duration t1 and with a time interval t2 between 
them

1 2

.  tJ
tt

∆
=

+
 (1)

Realizations are independent if  t2 > 
1⁄∆f. Noise accumulation is incoherent. 
An interferogram is formed in frequency-
time variables, to which a two-dimensional 
Fourier transform is applied. At the output 
of  the integral transformation (hologram), 
the spectral density is concentrated in a 
narrow band in the form of  focal spots 
caused by the interference of  modes of  
different numbers. The spectral density of  
interference is distributed over the entire 
region. Such processing has a high noise 
immunity. Based on the location of  the 
spectral densities of  holograms and some a 
priori data on the propagation channel, the 
problems of  detection, direction finding, 
determination of  the radial velocity, distance 
and resolution of  sources are solved.
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Holographic processing today is a very 
active field of  research, in which many 
interesting results of  theoretical and 
practical interest have been obtained. First, a 
method has been developed for restoring the 
interferogram of  an unperturbed field on a 
stationary path, when intense internal waves 
cause horizontal refraction and interaction 
of  acoustic field modes [4–7]. Secondly, a 
noise-resistant method for detecting and 
localizing moving low-noise sources, which 
is stable with respect to the hydrodynamic 
variability of  the oceanic environment, 
has been proposed [8]. Thirdly, adaptive 
algorithms for determining the source 
parameters have been created that do not 
require knowledge about the characteristics 
of  the propagation medium [9,10]. Further, 
fourthly, a method is implemented for 
resolving several sources of  different 
intensities under conditions when their 
interferograms overlap in frequency and 
time and are masked by interference 
[11]. Finally, fifthly, a method has been 
developed for selecting acoustic field modes 
and determining their parameters [12–14]. 
Works [15–18] have played a significant 
role in the progress in the development of  
holographic interferometry in shallow water 
areas.

The purpose of  this article is, firstly, to 
describe holographic processing using linear 
antennas and consider their characteristics 
that determine the effectiveness of  the work. 
Secondly, to reveal the reception conditions 
under which the interferogram of  the source 
is not distorted in the absence of  interference.

2. HOLOGRAPHIC PROCESSING 
USING LINEAR ANTENNAS
Let the number of  elements Qb of  the 
receiving antenna be equal to B, 1, ,b B=  
the interelement distance is d. The received 
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spectrum of  a noise source moving with a 
radial velocity w at a depth zs is concentrated 
in the frequency range f1 ≤ f  ≤ f2, where f1,2 
= f0 ± (∆f⁄2), ∆f and f0 are the bandwidth 
and the average frequency of  the spectrum. 
The fields from each antenna element are 
summed, and an interferogram is formed 
at the output, to which a two-dimensional 
Fourier transform is applied. We will 
consider the processing using the example 
of  the scalar component of  the field, i.e. 
sound pressure spectrum p(f,t).
2.1. Horizontal line antenna

The layout of  the source S and the 
horizontal linear antenna is shown in Fig. 1. 
The antenna elements are at a depth zq. The 
reference element of  the antenna is the 
first element Q1. The aperture L = (B – 1)
d is much smaller than the distance to the 
source. In this case, rb = r1 – (b – 1)dsinθ, 
where θ is the angle complementary to the 
bearing.

When summing the fields from the 
antenna elements, the difference in 
distances from the source to its various 
elements in the direction of  the angle θ is 
compensated. Therefore, the field Qb of  
the element is multiplied by the exponential 
factor exp[ih*(f0)(b – 1)dsinθ*]. Here h*(f0) is 
the distinguished real part of  the horizontal 

wavenumber (propagation constant) at the 
middle frequency f0 of  the source spectrum, 
θ* is the compensation angle. The field at 
the output Qb of  the antenna element can 
be represented as a sum of  modes [19]

( ) ( ) ( ){

( ) ( ) ( )( ) }
1

* 0 *

, , exp   

2 1 ,

b b m b m
m

m

p f r A f r i h f r

b h f h f

−= 

− − − 

∑
 (2)

where
η = dsinθ⁄2, η* = dsinθ*⁄2. 			       (3)
Here Am and hm are the amplitude and 
propagation constant of  the m-mode. 
Cylindrical field divergence, modal 
attenuation, source depths zs and antenna 
element depths zb are taken into account in 
the modal amplitude. At the antenna output, 
the field pan (f,r1), neglecting the dependence 
of  the amplitude on distance, Am(f,r1) ≈ 
Am(f,rb), we write as

( ) ( ) ( ){
( ) ( ) ( )( ) }

1

0 *

1

*

1, , exp   

1 ,

m m m
m

m

anp f r A f r I i h f r

B h f h fη η

= 

− − −

−



∑
 (4)

where
0

0

sin[ ( ( ) ( ) )]( ) .
sin( ( ) ( ) )

m
m

m

B h f h fI f
h f h f

η η
η η

∗ ∗

∗ ∗

−
=

−
 (5)

The antenna interferogram Pan(f,r1) = 
|pan(f,r1)|

2, according to (4), is equal to
( )

1 1( , ) ( , ),mn
an an

m n
P f r P f r=∑∑  (6)

( ) ( ) ( )
( ) ( )( )

1
*

1
(

1

1

) , , ( )

exp 1 ,

,mn
n

m

n m mn

n

a A f r A f r I f

ih f

P f r

r B η

×

 × − − 

=
 (7)

where
Imn(f) = Im(f)In(f).				        (8)
Here hmn(f) = hm(f) – hn(f). Let at the initial time 
t0 = 0 the distance r1 = r0. In interferogram 
(6), we pass from the distance variable r1 to 
the time variable t, r1 = r0 + wt, and apply the 
two-dimensional Fourier transform to it.

At the output of  the integral transformation 
(hologram), the spectral density is expressed 
through the interferogram as

Fig. 1. Geometry of  the problem (view in the horizontal 
plane): rb is the horizontal distance of  the element Qb to the 

source S, θ is the angle of  direction to the source.
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ν τ
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where ν and τ are the frequency and time of  
the hologram; ∆t is the observation time. Using 
the approach for calculating the hologram 
of  a single receiver [1], for partial antenna 
holograms, we obtain
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 (10)

Here t* is the distinguished moment of  time 
on the observation interval ∆t, 0 < t* < ∆t. 
If  we set B = 1, then Imn(f0) = 1 and formula 
(10) becomes the corresponding formula 
for a single receiver [1]. The factor Imn(f0) (8) 
determines the distribution of  the spectral 
density of  the antenna hologram with 
respect to a single receiver. The dependences 
of  Imn(f0) on the angle θ at the compensation 
angle θ* = 0 are considered in [20].
2.2. Vertical line antenna

The field at the output of  the b-th element at a 
horizontal distance r from the noise source is 
written as a sum of  modes as [19]

( , , ) ( ) ( , ) exp[ ( ) ],b b m b m m
m

p f r z z A f r ih f rψ=∑  (11)
where ( )m zψ  – eigenfunction of  the mth mode. 
In (11), the slow change in the eigenfunction 
with frequency is neglected. At the output of  
the antenna, the source field takes the form

( , ) ( , ) ( , ) exp[ ( ) ],an b m m m
b m

p f r p f r E A f r ih f r= =∑ ∑  (12)
where

( ).m m b
m

E zψ=∑  (13)

The antenna interferogram, according to 
(12), is equal to

( , ) ( , ),an mn
m n

P f r P f r=∑∑  (14)

( , ) ( , ) ( , ) exp[ ( ) ].mn m n m n mnP f r E E A f r A f r ih f r∗ ∗=  (15)
Let the initial time t0 = 0 correspond to 

the distance r0. In the interferogram (14), we 
pass from the distance variable r to the time 
variable t and apply the two-dimensional 
Fourier transform (9) to it. As a result, for 
partial antenna holograms, we obtain

( )
0 0 0 0

0 0 0

0
0

0
0

0

( , ) 2 ( , ) ( , ) E

exp 2 exp ( )
2 2

( )1sin ( )
2

( )1( )
2

sin [ ( ) 2 ]
2

mn
an m n m n

mn

mn

mn

mn

F A f r A f r E f t

t w ti f ih f r

dh fr wt f
df

dh fr wt f
df

twh f

ν τ π

νπ τ

π τ
π

π τ
π

πν

∗ ∗

∗

∗

= ∆ ∆ ×

 ∆   ∆    × − + ×            
  

+ − ∆  
  × ×

 
+ − ∆ 

 
∆ +

×
0

.
[ ( ) 2 ]

2mn
twh f πν




 
∆

+

 (16)

If  we put B = 1, then relation (16) turns 
into an expression for a single receiver [1]. 
The spectral density of  the partial holograms 
of  the antenna ( )mn

anF  with respect to a single 
receiver differs by a weight factor .m nE E∗  For 
this reason, the regions of  localization of  
the spectral density for the antenna and a 
single receiver are similar in shape.

3. ANTENNA PARAMETERS
3.1. Amplification factor and directivity 
characteristic

The effectiveness of  holographic processing 
using receiving antennas characterizes the 
amplification factor
χ = Gan⁄Gr 					       (17)
and directivity characteristic (horizontal 
antenna)
D = Gan⁄maxGan, 				      (18)
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where

, , ( , ) .an r an rG F d dτ ν τ ν= ∫∫  (19)

Index "r" refers to a single receiver. In the 
compensation angle direction, the  amplification 
factor of  horizontal antenna reaches its 
maximum value 2

max .Bχ ≅  The amplification 
factor χ of  the vertical antenna is χ ≈ B2. Thus, 
the amplification factors of  the horizontal 
and vertical antennas are comparable to each 
other. The results of  numerical simulation 
for considering the amplification factor and 
directivity characteristics of  linear antennas 
were discussed in [20, 21].
3.2. Limit input signal-to-noise ratio

Holographic processing has certain limitations, 
which lie in the nature of  interference 
phenomena and the presence of  interference.
The restriction associated with interference 
can be conveniently characterized by the 
limiting (minimum) input signal-to-noise ratio 
(s/n) qlim, when stable detection and estimates 
of  bearing, radial velocity, distance, and depth 
are close to real for input s/n q0 > qlim. In the 
case of  isotropic interference and a single 
receiver for the scalar component of  the noise 
source field ( )

lim
rq  ≈ 1.5⁄J2 [2]. The estimate 

was established on the basis of  a number of  
physical considerations and verified on the 
results of  numerical and natural experiments. 
When using the combinational components of  
the vector-scalar field, the value ( )

lim
rq  decreases 

by 2-5 times [2,3]. Let us generalize the 
estimate of  the limiting input s/n ratio of  a 
single receiver to linear antennas.

Let us assume that the noise signal and 
interference are statistically unrelated random 
processes and the interference at the input of  
the antenna elements is not correlated. The 
second condition is satisfied if  d ≥ λ⁄2, where 
λ is the wavelength. Then the limit input s/n 
ratio on the antenna element is estimated as

( ) ( )
lim lim ,an rq qα=  (20

where α = B⁄χ. The value of  χ ≈ B2, so α ≈ 
1⁄B. The input s/n ratios on a single antenna 
element, when the estimates of  the source 
parameters are close to real values, are limited 
by the inequality ( )

0 lim .anq q>  If, first, holographic 
processing is performed on each b-th receiver 
and then the spectral densities of  the holograms 
are summed at the antenna output, then there 
will be no gain in the limiting s/n ratio with 
respect to a single receiver.
3.3. Noise immunity

Let us consider how the s/n ratio at the antenna 
output is related ( ) .out

anq  to the s/n ratio at the 
input of  the antenna element q0. Their ratio, as 
is known, determines the noise immunity of  
processing

(out)

0

.an
an

q
q

ρ =  (21)

When solving this problem, we first analyze 
the question of  the relationship between the 
s/n ratios ( )out

rq at the output and input q0 of  a 
single receiver.

Let the pressure spectra of  the noise 
signal and interference, which we denote 
as s(t,f) and n(t,f), be concentrated in the 
band ∆f. Signal and noise are mutually 
independent Gaussian random stationary 
processes with zero mathematical 
expectations. We restrict ourselves to q0 
values satisfying the condition ( )

0 lim
rq q> . 

Let us assume that the band ∆f contains W 
localized bands of  width δf and the contrast 
of  the interferogram, i.e. the bands visibility 
is equal to one. Let us assume that the noise 
signal field accumulates coherently along 
the interference fringes, while interferences 
accumulates incoherently. Strictly speaking, 
this provision is not fulfilled, however, 
from the qualitative and quantitative side, as 
shown by the data of  computer simulation 
and field experiments [1−3,11], the results 
remain quite meaningful.
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The s/n ratio q0 at the input of  a single 
receiver at the initial time t = 0 is understood 
as the value

0
(0)(0) ,
(0)

s

n

Eq q
E

= =  (22)

where
2 2

0

(0) 2 (0, ) 2 (0, ) ,s sE s f df f s f
∞

′= = ∆∫  (23)

2 2

0

(0) 2 n(0, ) 2 n(0, ) ,n sE f df f f
∞

′= = ∆∫  (24)

− average signal energies and interference. Here 

sf ′ and 
nf ′  are the selected signal frequencies 

and noise in the band ∆f. The overline means 
averaging over the ensemble of  realizations. In 
accordance with (23), (24), the input ratio s/n 
(22) is equal to

2

0 2

s(0, )
.

n(0, )
s

s

f
q

f

′
=

′
 (25)

The average signal energies and noise at the 
output of  trajectory accumulation over time 
∆t can be written in the form of  summation 
of  energies over time intervals of  duration t1 
along the interference fringes

2

10

( ) 2 ( , ) ,
J

s J
j

E t Ws t f df
∞

=

∆ = ∑∫  (26)

2

1 0

( ) 2 ( ) .
J

n J
j

E t WJ n t f df
∞

=

∆ = ∑∫  (27)

Using the assumption of  stationarity of  
processes, expressions (26), (27) can be reduced 
to the form

22 2( ) 2 ( ) ,s sE t W J s f fδ′′∆ =  (28)

2( ) 2 ( ) ,n nE t WJ n f fδ′′∆ =  (29)

so that at the output of  the trajectory 
accumulation, the ratio s/n is equal to

2

2

( )( )( ) .
( ) ( )

ss
r

n n

s fE tq t WJ
E t n f

′′∆
∆ = =

∆ ′′
 (30)

Here sf ′′  and nf ′′  – selected signal frequencies 
and interference in the band δf.

Using the input ratio s/n (25), we represent 
expression (30) in the form

2 2

02 2

( ) ( )
( ) .

( ) ( )
s n

r

n s

s f n f
q t JW q

n f s f

′′ ′
∆ =

′′ ′
 (31)

At the initial moment of  time, the average 
energies of  the signal (23) and interference 
(24) can also be expressed as

22(0) 2 ( ) ,s sE W s f fδ′′=  (32)

2(0) 2 ( ) .n nE W n f fδ′′=  (33)
From a comparison of  expressions (23), 

(24) and (32), (33) we find
2 2

1 2s( ) s( ) ,s sf f W f f′ ′′∆ = ∆  (34)

2 2
1 2( ) ( ) .n nn f f W n f f′ ′′∆ = ∆  (35)

and then expression (32) takes the form
qr(∆t) = Jq0,					       (36)
so that at the output of  trajectory accumulation, 
the s/n ratio does not depend on the number 
of  interference fringes W and their width δf, 
and is proportional to the input s/n ratio q0 up 
to a factor J.

Thus, the multiple coherent summation of  
the interference maxima of  the wave field of  
the noise source along the localized fringes 
increases the output s/n ratio qr(∆t) by a factor 
of  J with respect to the input value q0. Such an 
increase becomes clear if  we draw an analogy 
with the coherent spatial processing of  a 
multi-element antenna containing J receivers: 
with respect to a single receiver, the s/n ratio 
increases by a factor of  J.

Recording an interferogram onto a 
hologram and clearing the region of  spectral 
density localization from interference leads to 
an additional increase in the output s/n ratio 
compared to qr(∆t). The two-dimensional 
Fourier transform of  the interferogram 
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localizes the two-dimensional spectral density 
of  the noise signal within a narrow band of  the 
hologram, the area of  which can be estimated 
as

.sS
t

τ∗=
∆

 (37)

Here τ* is the position of  the main maximum 
of  the focal spot on the time axis due to 
interference between the extreme modes. The 
spectral noise density is distributed over the 
entire region of  the hologram, the area of  
which is equal to

,nS ν τ∗ ∗=  (38)
where ν* is the position of  the main maximum 
of  the focal spot on the frequency axis due 
to interference between the extreme modes. 
During the integral transformation, the energy 
does not change.

Assuming the interference power to be 
uniformly distributed in the hologram region, 
the s/n ratio at the output of  holographic 
processing can be represented as

( ) ( ),    / ,out
r r n sq q t S Sγ γ= ∆ =  (39)

where the concentration coefficient, according 
to (37), (38), γ = |ν*|∆t. In the case of  a 
stationary source, the quantity ν* is replaced 
by the spectral width ∆ν in the region of  the 
hologram. In accordance with (36), expression 
(39) takes the form

( )
0.out

rq J qγ=  (40)
Thus, the noise immunity of  holographic 

processing using a single receiver is estimated 
as

.r Jρ γ=  (41)
It is easy to see how the output s/n ratio at 

the output of  the antenna can be estimated. 
According to (10), (16), the value of  the 
concentration coefficient γ does not change. 
Taking into account that the noise signal and 
interference are accumulated coherently and 
incoherently, the s/n ratio at the antenna output, 
with respect to a single receiver, increases by 

1⁄α = χ⁄B ≈ B times. Therefore, the s/n ratio at 
the output of  the antenna will be

( )
0( / ) .out

anq J qγ α=  (42)

4. CRITERIA FOR FORMING A 
UNDISTORTED INTERFEROGRAM
The formation of  an interferogram, 
respectively, and a hologram, is affected by 
background interference, spatio-temporal 
inhomogeneities of  the propagation medium, 
and reception conditions. At present, the 
state of  the art on the influence of  distorting 
factors on the formation of  an interferogram 
is mainly concentrated on such aspects as 
interference [1-3] and intense internal waves 
[4-8].

In this section, we consider the influence 
of  reception conditions – bandwidth and 
accumulation time – on the formation of  
an undistorted interferogram in a regular 
waveguide in the interference absence. Based 
on the fact that the interference pattern of  the 
sound source is characterized by frequency  

( )mn
fΛ and time ( )mn

tΛ  scales of  variability due to 
the interference of  the m-th and n-th modes 
[19]

( ) ( )

0 0

2 1,  ,
( ) / ( )

mn mn
f t

mn mnr dh f df wh f
π

Λ = Λ =  (43)

let us establish the following two criteria for 
the formation of  an undistorted interferogram. 
For any pair of  (m,n) modes:
I. The frequency range f1 ≤ f  ≤ f2 should not be 
less than the frequency period of  interferogram 
variability

( ) .mn
ff∆ ≥ Λ  (44)

II. The observation time ∆t should not be 
less than the time period of  interferogram 
variability

( ) .mn
tt∆ ≥ Λ  (45)

Conditions (44), (45) imply certain 
restrictions on the bandwidth and observation 
time depending on the distance, radial velocity, 
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and time-frequency scales of  the variability of  
the transfer function of  the medium during the 
formation of  an undistorted interferogram. 
Reducing the distance and increasing the 
average frequency of  the spectrum leads to the 
requirement to increase the bandwidth. The 
latter is due to the fact that, as the frequency 
increases, the group velocities of  the modes 
um(ω0) = dω⁄dhm(ω0) asymptotically tend to 
a value that does not depend on the mode 
number [19]. A decrease in the radial velocity 
and the average frequency of  the spectrum 
cause an increase in the observation time. The 
criteria are most critical with respect to the 
numbers of  neighboring modes.

Criterion I excludes the possibility of  the 
formation of  an interferogram due to the 
interference of  (m, n) modes with a uniform 
spectral density, i.e. in a band of  infinite width, 
when localized bands are not observable. It is 
useful to note that the violation of  condition 
(44) with respect to all pairs of  interfering 
modes leads to a spectral density in the 
hologram in the form of  a single focal spot 
at the origin. A different situation is observed 
when condition (45) is not met, when the 
observation time is not enough for the source 
to intersect the spatial scales of  the variability 
of  the interference pattern. In this case, the 
position of  the peak of  the focal spot formed 
by such interfering modes is shifted to the time 
axis of  the hologram, since the interferogram 
is formed with respect to them by a stationary 
source. The formulated conditions (44) and 
(45) make it possible to estimate the bandwidth 
and observation time to reduce the error in 
reconstructing the parameters of  a moving 
noise source.

5. CONCLUSION
Holographic processing of  hydroacoustic 
information has made it possible to change 
the solution of  the problem of  detection 

and localization of  moving low-noise 
underwater noise sources in the most 
significant way. It turned out to be possible 
to establish, in the most general case, simple 
and transparent relationships between the 
measured characteristics of  the spectral 
density of  a hologram and the parameters 
of  a low-noise underwater source. This 
gave the holographic processing a certain 
completeness and very tangible advantages 
compared to other types of  processing in 
solving specific problems of  monitoring 
the underwater situation with a small 
input noise signal against the background 
of  interference. As a result, a radical 
simplification of  the solution of  the problem 
of  detecting and localizing the source of  
underwater noise has been achieved, and, 
at the same time, a significant expansion of  
the range of  problems that can be solved 
in general. For example, with a small input 
s/n ratio against the background of  space-
time inhomogeneities and in the absence 
of  information about the hydroacoustic 
characteristics of  the propagation medium.

The paper presents the theory of  
holographic processing of  hydroacoustic 
information using linear horizontal and vertical 
antennas. The structure of  interferograms and 
holograms is considered. Expressions for the 
gain and directivity characteristics are given. 
The limiting input ratio s/n is estimated, 
above which the parameters of  the noise 
source of  the sound are adequately restored. A 
connection is established between the output 
and input s/n relations. The relations obtained 
allow us to consider a wide range of  problems 
of  monitoring the underwater situation using 
linear antennas. Restrictions on the bandwidth 
and observation time are formulated, which 
ensure the minimum error in the reconstructed 
parameters of  the noise source.
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1. INTRODUCTION
In the conditions of  the modern information 
society, characterized by gigantic volumes 
of  data [1], constantly arriving in real time, 
the relevance and importance of  streaming 
data processing [2] is steadily growing. This 
approach to information processing involves 
immediate analysis and processing of  data, 
unlike the classical approach with data storage 
and post-processing.

The main advantage of  streaming data 
processing systems is the ability to quickly 
make decisions based on fresh and up-to-date 
information, which allows organizations and 
specialists to adapt to dynamically changing 
conditions and maintain competitiveness in the 
market. However, along with the growing scale 
and complexity of  data processing flows, a 
number of  technical and conceptual problems 
arise. In particular, algorithms for scaling 
components in streaming data processing 
systems face requirements related to efficiency, 
reliability and flexibility.
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The need to quickly and efficiently allocate 
resources between data processing nodes 
creates problems in determining the optimal 
amount of  resources for each node to ensure 
high performance and reliability of  the 
system. Incorrect scaling can lead to reduced 
performance, additional resource costs, and 
difficulty processing data in real time.

2. ANALYSIS OF EXISTING 
ALGORITHMS
Existing streaming data processing systems use 
a scaling algorithm with a threshold value [3] 
due to the high decision-making speed.
2.1. Scaling algorithm with a threshold 
value

The scaling algorithm with a threshold value 
is based on determining the threshold values 
of  the load on the system nodes. If  the load 
on a node exceeds a certain threshold, the 
system automatically scales to distribute the 
load.

The result of  the algorithm is the 
number of  component entities - a value that 
characterizes the required number of  copies 
of  the component to process the incoming 
load.

The number of  component entities is 
calculated using the formula:
Сt = Nt-1/M, 				        (1)
where Сt – is the number of  component entities 
at time t, Nt-1 – is the load on the system at time 
t - 1, M – is the threshold value of  the load.

As can be seen from the formula, the 
algorithm does not predict the load and 
operates only with known values. This 
feature leads to a "lag" of  the algorithm 
from the current load. With a jumpy load 
schedule, the system will adjust to the load 
with a lag, performing an excessive number 
of  operations for creating and deleting 
component entities.

3. LOAD FORECASTING 
ALGORITHMS
To scale components efficiently, it is necessary 
to reduce the number of  operations for 
creating and deleting component entities. 
To fulfill this requirement, it is necessary to 
implement a load prediction algorithm. The 
problem of  load forecasting can be reduced to 
the problem of  time series forecasting (since 
the load is directly related to the time series).

However, in the context of  an existing task, 
the algorithm should have a minimum decision 
delay time and use a minimum number of  
resources. Otherwise, the algorithm will work 
with a strong delay or with a significant increase 
in resource consumption, thereby leveling the 
savings caused by a decrease in the number of  
operations for creating or deleting component 
entities.

These features do not allow using algorithms 
based on: neural networks [4], random forest 
[5] and most other machine learning algorithms 
[6,7]. However, the linear regression algorithm 
[8] and exponential smoothing [9] fall under 
these requirements.
3.1. Linear regression algorithm

Linear regression is a statistical machine 
learning method used to model the relationship 
between a dependent variable and one or more 
independent variables. In the context of  load 
forecasting, the dependent variable can be 
the load on the system, and the independent 
variables are factors that affect the load (for 
example, time of  day, day of  the week, traffic 
volume).

Mathematically, linear regression is 
described as:

1
1

1

,

,

t
t

t t

YC
M

Y Nδ ε

+
+

+

=

= ⋅ +
 (2)

where Сt+1 – is the number of  component 
entities at time t + 1, 1tY +  – is the predicted 
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load at time t + 1, M – is the threshold value 
of  the load, Nt – load on the system at time t, 
δ,ε – regression coefficients.

The linear regression coefficients are 
selected using the least squares method.
3.2. Exponential smoothing algorithm

Exponential smoothing is a time series 
forecasting method that takes into account 
all observations in the past by assigning 
exponentially decreasing weights to them. 
Thus, newer observations have a greater impact 
on the forecast than older ones.

To solve the existing problem, the 
algorithm of  triple exponential smoothing (the 
Holt-Winters method [10]) will be optimal, 
since this algorithm takes into account trends 
and seasonality, and most of  the processed 
messages are characterized by these features.

The mathematical algorithm is described 
as:

,
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где Сt+h – is the number of  component entities 
at time t + h, t hY +  – is the predicted load at time 
t + 1, M – is the threshold value of  the load, 
Nt – is the load on the system at time t, A – is 
the equation describing the smoothed series, B 
– is the equation for estimating the trend, S – is 
the equation for estimating seasonality, α – is 
the constant value determining the effect of  
the smoothed series, β – is the constant value 
determining the effect of  the trend, γ – is the 
constant values determining the effects of  
seasonality, p – the period of  seasonality.

For the algorithm to function, it is necessary 
to determine constant values. However, for 
most components it is impossible to estimate 
them in advance.

4. MODELING
4.1. Key indicators

Using the algorithm should lead to:
•	 Reducing the number of  operations for 

creating and deleting components.
•	 Reducing the delay in processing messages 

from the moment they arrive in the line. 
For streaming data processing systems, the 
critical parameter is the processing time of  
each message.

•	 Reducing the maximum and average line 
size. The system is modeled using the 
example of  one component, however, 
in the target system, the number of  
components and lines can be in the 
thousands, and with a significant increase 
in the line size of  each component, 
the total memory consumption of  the 
system can offset the resource savings 
obtained by reducing the number of  
scaling operations.
The target algorithm should show the 

minimum value of  the specified parameters 
during modeling. 

The algorithm should use minimal resources 
to predict the load. 

To evaluate all of  the above parameters, the 
following metrics are selected:
•	 Number of  operations for creating and 

deleting component entities.
•	 Average delay time of  message processing.
•	 Maximum line size.
•	 Average line size.
•	 Changing the amount of  memory 

consumed.
4.2. Modeling context

Consider a system consisting of  a single 
component – a message handler in public code 
repositories (A1) and a queue (Q1) that receives 
messages for processing (Fig. 1). Processing 
of  these messages allows you to identify leaks 
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of  source code or confidential information of  
companies.

During the simulation process, each 
algorithm receives information about the 
current load and returns – the number of  
component entities to be started or deleted at 
the next time.

Events on the github.com for the period 
from 2022-01-01 15:00:00 to 2022-01-12 
02:51:46.

Additional modeling parameters are shown 
in Table 1.

4.4. Modeling of the exponential 
smoothing algorithm

To model the algorithm, it is necessary to 
determine three constants:
•	 The effect of  a smoothed series.
•	 Trend influence.
•	 Influence of  seasonality.

However, before the load is formed and 
analyzed, it is impossible to correctly determine 
these parameters. The following values were 
randomly selected for modeling:
•	 The effect of  the smoothed series – 0.4.
•	 Trend impact – 0.1.
•	 The influence of  seasonality – 0.02.

As a result of  the algorithm modeling, the 
memory consumption was fixed.

The algorithm showed results (Table 3) 
significantly worse than the algorithm with a 
threshold value. The number of  operations is 
higher than 1.8 times, and the average delay is 
more than twice as compared to the algorithm 
with a threshold value.
4.5. Modeling a linear regression 
algorithm

When modeling the linear regression algorithm, 
memory consumption was fixed.

The algorithm showed a decrease in the 
number of  operations for creating and deleting 
components by more than 740 times. However, 
message latency and queue size have increased 
significantly.

The result obtained (Table 4) can be 
explained by the fact that the algorithm 

INFORMATION TECHNOLOGIES

Table 1
Modeling parameters

Parameter Meaning

A1 performance 50 messages per second

Total number of messages 30 715 323

Time to start or delete entities 1 second

Table 2
Results of modeling the algorithm with a threshold 

value

Parameter value Number of 
operations

Number of scaling operations 81 746 850

Average queue size 3.534165161

Average message delay time 0.156226077

Maximum queue size 140

Table 3
Modeling results of the exponential smoothing 

algorithm
Parameter value Number of 

operations

Number of scaling operations 148 122 776

Average queue size 10.47011898

Average message delay time 0.46282659

Maximum queue size 415

Fig. 1. Processing system with queue.

4.3. Modeling an algorithm with a 
threshold value

When modeling the algorithm with a threshold 
value, memory consumption was fixed.

As a result (Table 2) of  the modeling, 
a minimal delay in message processing was 
achieved, but a huge number of  operations for 
creating and deleting components.
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effectively smoothes the spikes and drops of  
the load to the average value and correctly 
determines trends.
4.6. Conclusions based on the modeling 
results

The algorithm with exponential smoothing 
is not applicable for this problem since it 
is necessary to strictly determine the initial 
constants to work correctly.

The linear regression algorithm showed 
a significant reduction in the number of  
component creation and deletion operations, 
compared to the classical threshold algorithm: 
109,596 vs. 81,746,850 operations. However, 
the message delay time increases from 0.156 to 
0.337 seconds.

The use of  the linear regression algorithm 
allows to achieve a significant reduction in 
resource consumption with a minimal increase 
in delay time.

5. CONCLUSION
Using the linear regression algorithm for 
scaling components allows to significantly 
reduce the operations of  creating and removing 
components (by more than 700 times), but 
the delay in message processing increases. 
This peculiarity can be leveled by adding a 
time window, on the basis of  which the load 
forecasting will be performed.

By using the proposed algorithm for load 
prediction and the marking algorithm [11] for 
message routing in a stream processing system, 
it is possible to achieve a reduction of  more 
than 800 times in the number of  component 
scaling operations.

The proposed algorithms can be embedded in 
systems built on microservice [12] architecture. 
Thanks to the developed algorithms, resource 
consumption is significantly reduced, both 
when processing large amounts of  data and 
when solving applied tasks.
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1. INTRODUCTION
Seismic exploration is one of  the oldest and 
most widespread methods used to search 
for and explore hydrocarbon deposits. Its 
main purpose is to determine the structure 
of  the subsurface based on ground and well 

observation data. However, no less important 
element of  this method is the description 
of  the process of  propagation of  seismic 
waves from the source into the geological 
environment. This allows tasks such as refining 
hydrocarbon reserves in areas with a high well 
activity, generating synthetic seismograms for 
regional studies, and refining the presence 
and characteristics of  hydrocarbons in known 
geological structures to be solved. Significant 
progress in this area is achieved by using 
numerical modeling of  the propagation of  
seismic waves in reliable geological models, 
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Abstract: The method of  chimeric meshes is applied to simulate the propagation of  
elastic perturbations in media containing porous and fractured inclusions. A model of  a 
linearly elastic isotropic medium is considered, which describes the state of  a geological 
rock. The grid-characteristic method with the third-order accurate Rusanov scheme 
is used for numerical modeling of  the dynamic propagation of  elastic disturbances. 
Special attention is paid to the presence of  separate inclusions of  pores or fractures, 
which introduce heterogeneity into the medium and can substantially influence the 
response of  elastic disturbances. The use of  the chimera grid method allows for both 
the position and shape of  such inclusions to be described explicitly, taking into account 
their influence on the propagation of  elastic disturbances. As a result of  the conducted 
investigation, a methodology for numerical modeling of  the propagation of  elastic 
disturbances in media with porous and fractured inclusions was developed, which can 
be used to assess the influence of  such inclusions on the dynamic response of  elastic 
disturbances. The presented results can be applied in geophysical and seismic research 
related to modeling the dynamics of  various processes in soils and rocks.
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as it allows for the creation of  arbitrary 
internal structures of  the environment and the 
estimation of  the synthetic response signal.

In this paper, we consider a method for 
studying spatial dynamic processes occurring 
in geological environments with porous 
and fractured inclusions in the process of  
seismic exploration. The grid-characteristic 
method is used for numerical integration 
of  emerging systems of  partial differential 
equations [1,2].

Geological rocks containing porous and 
fractured inclusions are one of  the main 
sources of  hydrocarbons, but understanding 
their structure and properties remains a difficult 
task for geologists. This is due to the fact that 
such structures have a complex geometry and 
their properties can vary depending on many 
factors, such as a combination of  porosity, 
permeability and pore density. One of  the 
tasks that can be solved by studying dynamic 
processes in geological environments with 
porous and fractured inclusions is to determine 
the optimal places for hydrocarbon production. 
Developed network of  microcracks and 
relatively high porosity play an important role 
in the extraction of  natural gas in dense gas-
bearing sandstone reservoirs. These structures 
can be used for controlled gas storage and 
migration due to their low porosity and 
permeability [3].

At the same time, the development 
of  natural microcracks contributes to the 
formation of  a network of  pore-cracks during 
hydraulic fracturing, which is also an important 
factor in the production of  hydrocarbons. 
Wave scattering on porous inhomogeneities 
makes significant changes in the nature of  
elastic wave propagation, which was shown in 
[4].

Classical works, in the construction 
of  which it is assumed that the pores are 
equally distributed in volume, such as the 

Gassman or Bio models [5,6,7], do not 
allow taking into account all the features of  
the distribution of  porous inclusions. This 
necessitates the creation of  models that 
allow us to describe the physical properties 
of  such structures with maximum accuracy, 
describing their shape [8,9] and including 
the seismic characteristics of  pores and 
microcracks. Solving the inverse problem 
based on seismic data is one of  the ways 
to create such models. This approach allows 
you to create a model of  the geological 
structure under the surface and determine 
the optimal places for drilling wells. The 
use of  models that take into account 
various physical properties of  pores and 
microcracks makes it possible to predict and 
detect manifestations associated with the 
extraction of  hydrocarbons, and to control 
such processes.

2. MATERIALS AND METHODS
The concept of  chimeric (overset) grids arose 
from the need to model multicomponent 
systems in which each component requires 
an optimal grid adapted to its shape. By 
implementing an arbitrary overlap between 
adjacent grids in an overlapping system, each 
grid can be generated independently. The 
emphasis when creating a grid can be focused 
on maintaining high quality cells, such as 
orthogonality and cell size. The flexibility of  
this approach usually leads to significantly 
better grid quality compared to hierarchical 
grids, where grid points on the borders of  
neighboring zones must completely coincide. 
In addition, the overset grid approach allows 
you to identify local geometry changes, such as 
adding or removing components, without the 
need for a complete restructuring of  the grid 
system.

When using the method of  chimeric 
grids, which can include various numerical 
methods, including the grid-characteristic 
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method, to solve problems related to the 
calculation of  physical parameters describing 
the behavior of  the medium at subsequent 
points in time, it is possible to perform 
calculations independently in the main 
computational grid and in chimeric grids at 
each time step separately. After completing 
the simulation of  the propagation of  
disturbances at this time step in all chimeric 
and basic grids, it is necessary to interpolate 
the values of  the physical state of  the 
medium from the chimeric grids into the 
main grids that intersect with them. This 
is necessary to be able to take into account 
the influence of  inhomogeneities described 
by these chimeric grids when calculating at 
the next time step [10]. Further, the next 
time step begins with interpolation from 
the main grid to the boundary nodes of  the 
chimeric grids that intersect with the main 
grid. Thus, the simulation of  the interaction 
of  various regions described by chimeric 
grids with other parts of  the simulated area 
is achieved. This approach is designed to 
achieve greater accuracy when performing 
calculations, especially in cases where the 
calculation area contains heterogeneous 
areas located in different places of  the 
simulated area.

3. CRACKS
Regular rectangular grids were used to represent 
the fractured medium. The continuous 
medium was described by a single rectangular 
grid, and the cracks were defined using overset 
rectangular grids, coaxial to the described 
cracks. The method used for calculating a 
straight crack on a regular rectangular grid 
and its implementation in relation to the grid-
characteristic method was described in the 
article [11]. The adjusted regular rectangular 
grid was necessary to account for the crack of  
the coaxial rotated grid. Thus, in the proposed 
method, it is necessary to use the number of  

overset grids equal to the number of  cracks 
taken into account.

However, there is another way to define 
a rotated crack that does not require the 
use of  overset grids. This method works by 
replacing one crack with many small cracks 
tied to the nodes of  the main grid, and 
was also described in [12,13]. Despite the 
fact that both methods provide sufficient 
accuracy of  calculations, the use of  many 
small cracks can lead to an increase in the 
number of  computational operations, and 
in some cases, may introduce an additional 
error associated with the "ladder structure" 
of  the crack described by such a method. 
Thus, the choice between these methods 
may depend on the specific conditions and 
the required accuracy of  calculations.

To verify this method, a number of  test 
calculations were performed to calculate 
the propagation of  wave disturbances 
originating from a point source with a 
frequency of  f = 15 Hz for various angles of  
rotation of  the crack model. The angle of  
rotation of  the crack is the angle between 
the axes OX of  the overset and the main 
grid. The disturbances created by the source 
are described by the Ricker wavelet.

During the calculations, a regular rectangular 
grid of  700×700 nodes, each measuring 2 m, 
was used to describe a continuous medium. 
To describe rotated cracks, rotated regular 
rectangular grids of  32×13 nodes were used, 
consisting of  cells of  2 m. The characteristics 
of  the continuous medium were as follows: 
density ρ  = 400 kg/m3; longitudinal velocity 
of  the elastic wave Cp = 2850 m/s; lateral 
velocity Cs = 1650 m/s.

In this work, the propagation of  dynamic 
wave disturbances was calculated during a 
time step of  dt = 0.3 ms for 0.75 seconds. 
The scheme of  setting up in a series of  test 
calculations for various angles of  rotation 
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of  the crack relative to the axes of  the main 
grid is shown in Fig. 1, in this series, the angle 
α is variable in Fig. 1, the angle between the 
normal to the crack and the segment from 
the center of  the crack to the source remains 
unchanged and is 5°. At the same time, 
from calculation to calculation, the position 
of  the source remains unchanged, and the 
overset grid-crack-receivers system rotates 
relative to the source. Visualization of  the 
propagation of  tension in the medium, 
under the conditions of  the described 
calculation for α = 55° in the form of  wave 
patterns is shown in Fig. 2 visualization of  
the propagation of  voltage in the medium, 
under the conditions of  the described 
calculation for α = 55 ° in the form of  wave 
patterns is shown in Fig. 2.

As a measure to assess the correctness of  
the proposed method of  modeling a single 
crack at different angles of  rotation, the 
average error according to the L2 norm was 
used, calculated for all receivers throughout 
the entire modeling period. To compare the 

results, reference data obtained by turning the 
crack by an angle α = 0° were used. A graphical 
representation of  the error dependence for 
various components of  the medium tension 
tensor can be seen in Fig. 3.

The results showed that the method is 
quite accurate when modeling a crack at 
small angles of  rotation of  the crack relative 
to the axes of  the main grid, but at steeper 
angles, additional research is required 
to refine the accuracy of  the method. It 
should be emphasized that the maximum 
value of  the error we obtained for both 
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Fig. 2. Wave patterns of  the tension of  a medium 
containing a rotated crack described by means of  a overset 
grid in the presence of  a point source of  an elastic wave.

Fig. 3. The average error according to the L2 norm 
for all receivers from the angle of  rotation of  the crack.

Fig. 1. Gray lines indicate the edges of  the main grid, 
black edges of  the overset one. The blue triangles indicate 
the positions of  the receivers, the green star indicates the 

position of  the source of  elastic waves.
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components of  the tension does not exceed 
0.08, demonstrating the effectiveness of  the 
method we propose.

The correctness of  the method was 
checked when simulationg a single crack for 
different angles of  rotation relative to the axes 
of  the main grid. The results showed that the 
method gives fairly accurate results in this case. 
However, for convincing confirmation of  the 
method's abilities in a wider range of  conditions, 
additional research is needed. In particular, 
modeling of  several cracks interacting with 
each other should be considered, as well as 
modeling of  cracks at different angles between 
the crack normal and the direction to the 
source.

4. PORES
To accurately simulate the propagation of  
elastic waves with hollow holes, the method 
of  overset grids was proposed [14]. It 
allows you to describe the free boundary 
conditions of  a round or ellipse-shaped 
hole, forming an annular curved grid. This 
is achieved by a one-to-one transformation 
of  a uniform regular grid into a curved 
one consisting of  a ring of  nodes. Periodic 
boundary conditions were applied at the 
grid nodes on the boundaries perpendicular 
to it. These borders, marked in red in Fig. 4, 
completely coincide and close the grid into 
a ring, which makes it possible to simulate 
the propagation of  perturbation in nodes at 
these boundaries in any direction similar to 
the internal nodes of  the grid.

Periodic boundary conditions are 
implemented in such a way that for nodes 
located close to one of  the boundaries, 
the neighbor nodes are also located at the 
opposite boundary. The outer side of  such 
a "looped" grid has no boundary conditions. 
The implementation of  periodic boundary 
conditions makes it possible to describe hollow 
holes with an equilateral polygon, which is 
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Fig. 4. Black lines indicate the edges of  the main grid, 
blue edges of  the overset one. The red line indicates the 
position of  the ends of  the overset grid having periodic 

boundary conditions.

formed on the inner side of  the overset grid. 
Unlike a poly-line consisting of  segments 
perpendicular to each other that coincide with 
the edges of  the main regular grid, when using 
a "ladder" description of  the boundary by a 
regular grid, this method is more accurate and 
correct.

The boundary of  the overset grid, which 
is the inner boundary of  the ring, is used to 
determine the boundary conditions of  the 
free surface that form the wall of  the hollow 
hole. Thus, it is possible to simulate the 
propagation of  elastic waves in a medium in 
which there are hollow pore inclusions of  
various ellipse shapes, a special case of  which 
are round pores. The wave patterns obtained 
as a result of  modeling the interaction of  
an elastic wave with an ellipse-shaped hole 
implemented by the proposed method are 
shown in Fig. 5.

To verify the correctness of  the use of  
our method in modeling the propagation 
of  elastic waves in an inhomogeneous 



190

No. 2 | Vol. 15 | 2023 | RENSIT

INFORMATION TECHNOLOGIESIVAN A. MITSKOVETS

Fig. 5. Wave patterns of  the tension of  a medium 
containing a hollow hole of  elliptical shape during the 

passage of  a plane elastic wave.

Fig. 6. Graph of  the dependence of  the accumulated 
error according to the L2 norm on various angles 
between the incident wave front and the axis of  the 

main grid.

medium through single holes, a series of  
calculations was carried out. They made 
it possible to check the symmetry of  the 
implementation of  the overset grid system 
and the main grid in the case of  applying a 
periodic boundary condition on the closed 
boundaries of  the overset grid forming a 
ring around the hole.

For numerical evaluation, we performed 
a series of  calculations in a square area 
in the presence of  a round hole. The 
characteristics of  the continuous medium 
were as follows: density ρ  = 2500 kg/m3; 
longitudinal velocity of  the elastic wave Cp 
= 3000 m/s; lateral velocity Cs = 1500 m/s. 
In the work, the propagation of  dynamic 
wave disturbances was simulated during a 
time step of  dt = 0.2 ms for 0.12 seconds.

The main grid is a square uniform grid of  
450×450 nodes of  1.8 m each, the overset 
grid is also represented by a square uniform 
grid of  119×5 nodes, measuring 1.8 m. In 
addition, we have located 72 receivers at a 

distance of  12 meters from the outer edge 
of  the overset grid. Then we superimposed 
two plane waves with a frequency of  100 Hz 
on the described hole, symmetrically with 
respect to a straight line passing through 
the center of  the hole at a variable angle. 
As a result of  this calculation, the sum of  
errors of  the signal received by the receivers 
according to the L2 norm during the entire 
simulation period was calculated. The 
results of  calculating this metric for various 
angles between a straight line parallel to the 
planes of  incident waves and the Ox axis are 
shown in Fig. 6.

As can be seen from the graph shown in 
Fig. 6, the error for different components 
of  the tension tensor increases at different 
angles. This dependence is explained by 
the features of  the numerical method used 
in modeling the propagation of  elastic 
perturbations along the longitudinal axes 
of  the main computational grid. The 
calculations performed have shown the high 
accuracy of  our method in modeling the 
propagation of  elastic waves in a medium 
in the presence of  a circular inhomogeneity. 
The data obtained demonstrate that our 
method can be used to solve complex 
problems related to modeling elastic waves 
in porous media.
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5. CONCLUSION
The method of  overset grids in combination 
with a grid-characteristic method for 
modeling the propagation of  elastic waves 
in an inhomogeneous medium with various 
inhomogeneities, such as cracks and pores, 
is considered. In addition to describing the 
implementation of  the proposed method, 
the ways of  validating the applicability of  the 
overset grid method are considered in detail. 
The results of  validation of  the proposed 
method are demonstrated, while the accuracy 
of  the proposed method is estimated as a result 
of  test calculations.

It is found that the proposed method 
provides high accuracy in modeling the 
propagation of  elastic waves through an elastic 
medium having such inhomogeneities as cracks 
and pores. An important conclusion is that the 
presented method can be used in various fields 
related to the modeling of  elastic waves in an 
inhomogeneous medium, and its potential can 
be revealed in future studies.
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1. INTRODUCTION
The problems of  monitoring and safety 
during railway transportation have significant 
importance for the development of  heavy-weight 

and high-speed movement of  rolling stock in 
various operating conditions. Much attention is 
paid to the problems of  force modeling in the 
"wheel-rail" system, the analysis of  contact spots 
and wear models of  wheel sets and rails [1-5], 
the design features of  the track [6-7], movement 
on ballast and with riding on slabs of  the railway 
track [8-10].

For numerical modeling of  this class of  
problems finite element approaches, Galerkin 
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methods [11-15] are often used, including 
commercial software ANSYS, ABAQUS, etc.

In this paper, we propose the application of  
the grid-characteristic method that allows us to 
consider the problems of  rolling stock movement 
in a dynamic formulation and to investigate the 
influence of  wave processes during rolling stock 
movement using finite-difference schemes of  
high order accuracy in time and space [16-18].

2. MODELS AND METHODS
For numerical simulation of  the problem of  
train movement, the railway track is represented 
as a set of  layers of  an isotropic linear elastic 
medium described in the two-dimensional case 
by a system of  equations:

1 2 0,
t x y
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where in (2) q – the vector of  the initial 
functions, which include the components of  
the perturbation propagation velocity v and the 
components of  the symmetric Cauchy stress 
tensor σ, in (3) λ, μ – the Lame parameters that 
determine the elastic properties of  the material. 
Matrices A1, A2 have a set of  eigenvalues {cP, –cP, 
cS, –cS, 0}, where ( 2 ) /Pc λ µ ρ= +  – velocity of  
propagation of  longitudinal waves, /Sc µ ρ=  

– velocity of  propagation of  transverse waves. 
Thus, initial system (1) is hyperbolic, which means 
that the matrices A1, A2 can be represented as

1,−=A ΩΛΩ

where the matrix Ω consists of  columns that 
are the right eigenvectors of  the original matrix, 
which, in turn, correspond to the eigenvalues, 
which are elements of  the diagonal matrix Λ . 
Splitting the system (1) in spatial directions and 
using the transition to Riemann invariants ω = 
Ω–1q, which are transferred according to the 
characteristics of  the hyperbolic system, we 
obtain the hyperbolic system from linear transfer 
equations with constant coefficients in Riemann 
invariants

0.
t x

∂ ∂
=

∂ ∂
ω ω
+ Λ  (4)

The system in Riemann invariants (4) on 
the upper layer in time can be numerically 
integrated using finite-difference schemes, for 
example, using the Rusanov scheme [19], used 
in calculations in this paper, of  the third order in 
time and space. To move to the components v and 
σ on the upper layer in time after calculating the 
Riemann invariants, the inverse transformation 
is used q = Ωω.

The basic model of  the construction of  a 
railway track laid on the earthen bed is shown in 
Fig. 1, and on the bridge structure in Fig. 2. The 
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Fig. 1. The railway track laid on the roadbed: 1 – rail, 
2 – dampers, 3 – sleepers, 4 – ballast, 5 – earthen bed.

Fig. 2. Railway track on the bridge: 1 – rail, 2 
– dampers, 3 – sleepers, 4 – ballast, 5 – supporting 

structure.
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elastic characteristics of  the media are given in 
Table 1. The total length of  the track section in 
both cases was 25 m. Free boundary conditions 
were set at the boundaries of  the media that 
were elements of  the corresponding model
σ∙n = 0,					         (5)
where n – normal to the corresponding boundary.

Between the contact media (medium 1 and 
medium 2), a condition of  complete adhesion is 
set at the contact boundary, which is described 
by the expressions
v1 = v2,
σ1∙n = σ2∙n,
here n – normal to the boundary of  the 
contacting medium 1.

Absorption conditions are used on the left 
and right boundaries of  the integration regions 
in Fig. 1 and Fig. 2. Similarly, this condition is 
used for the lower boundary of  the integration 
region in Fig. 1 for the sedimentary rock layer. In 
the case of  a bridge structure, a free boundary 
condition is set at the lower boundary of  the 
supporting structure (5). Between the rail and 
the sleeper, a damper is used in both settings for 
clarity, shown separately in Fig. 3.

To simulate the movement of  rolling stock 
along the railway track from Fig. 1 and Fig. 2, 
the force boundary condition in the wheel-rail 
system from [16] is used with the modification 
that allows to consider several elements of  the 
rolling stock at once in Fig. 4. The geometric 
parameters of  the rolling stock element are 
HTRAIN = 7.7 m, LTRAIN = 1.85 m, mass 90 t. The 
pressure of  the wheel without defects on the rail 
in the "wheel-rail" system is equal 188 MPa.

In the calculation the integration areas 
in Fig. 1 and Fig. 2 were covered with 
rectangular calculation meshes with the 
constant step for the corresponding medium 
according to Table 2, the integration step in 
time was 10-7 s.

INFORMATION TECHNOLOGIES

Fig. 3. The position of  the damper (red) between the rail 
and the sleeper.

Table 1
Elastic parameters of media.

Medium Velocity 
P-waves, m/s

Velocity 
S-waves, m/s

Density, kg/m3

Rail 5740 3092 7800

Damper 700 120 1200

Sleeper 4200 2200 2500

Balast 500 300 1400

Earthen bed 2000 1000 2000

Supporting
structure

4200 2200 2500

Fig. 4. Rolling stock element.

Table 2
Meshes parameters.

Medium Step along OX, m Step along OY, m

Rail 0.01 0.005

Damper 0.01 0.001

Sleeper 0.01 0.005

Balast 0.01 0.005

Earthen bed 0.01 0.010

Supporting
structure

0.01 0.010

CALCULATION OF ROLLING STOCK MOVEMENT ALONG 
THE RAILWAY TRACK BY THE  GRID-CHARACTERISTIC...
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3. RESULTS AND DISCUSSION
Fig. 5 and Fig. 6 show the results of  
calculations of  the dynamic load distribution 
of  the vertical component of  the Cauchy 
stress tensor at various points in time when 
the rolling stock consisting of  two elements 
is moving along the railway track laid on the 
earthen bed with the velocity of  120 km/h 
and on a bridge with the velocity of  72 km/h, 
respectively. To account for the slow increase 
in stresses due to the interaction of  the train 
and the rail from zero to a set value in the 
wheel-rail system 170000 iterations have 
performed. The total number of  iterations 
over time is 680000, i.e. the total movement 
time of  the rolling stock is 0.051 s.

The obtained results show the importance 
of  consideration in the mathematical model 
the number of  relevant standards of  railway 

track design, some of  which were not 
consider earlier in [16-18]: the presence of  
the damping layer between rails and sleepers, 
the use of  reinforced concrete sleepers, 
unlike wooden ones. Due to the modification 
of  the boundary condition used, it is possible 
to specify the rolling stock consisting of  a 
large number of  elements. When comparing 
the wave patterns in Fig. 4 and Fig. 5 it can 
be seen that when moving on the bridge, the 
more pronounced stress pattern is formed in 
the bridge structure in the area of  the rail-
damper-sleeper junction than when moving 
along the earthen bed. This is due to the 
fact that in the case of  movement along the 
earthen bed, the wave front propagate into the 
thickness of  sedimentary rocks, whereas on 
the lower surface of  the bridge, the incoming 
wave front is reflected back into the track 
structure.

INFORMATION TECHNOLOGIESANTON A. KOZHEMYACHENKO

Рис. 5. The movement of  the rolling stock of  two 
elements on the earthen bed: a – the beginning of  
movement, b – 0.0255 s, c – 0.051 s, d – the enlarged 

picture on the left at 0.051 s.

Рис. 6. The movement of  the rolling stock of  two 
elements on the bridge: a – the beginning of  movement, 
b – 0.0255 s, c – 0.051 s, d – the enlarged picture on 

the left at 0.051 s.
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4. CONCLUSIONS
Using the grid-characteristic method on 
structured rectangular meshes in combination 
with the modification of  the boundary condition 
for the wheel-rail system, it is possible to obtain 
stress distributions during the movement of  
rolling stock consisting of  the large number 
of  elements along the railway track at various 
points in time. The proposed approach and 
mathematical models make it possible to 
consider the damping layer between rails and 
sleepers, change the parameters and type of  
construction using various types of  contact 
and boundary conditions, speed mode. The 
obtained algorithms and models can be used 
to analyze wave effects during the movement 
of  rolling stock and to formulate the problem 
of  the movement of  rolling stock in conditions 
of  transition from the railway track laid on an 
earthen bed to the track laid in conditions of  
the bridge structure, considering changes in the 
rigidity of  the sub-rail base.
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On April 19, 2023, at the age of  89, Rostislav 
Vladimirovich Belyaev, Candidate of  Physical 
and Mathematical Sciences, Senior Researcher 
at the Laboratory of  Physical Fundamentals 
of  Nanocomposite Materials for Information 
Technology, Department of  the Physical 
Fundamentals of  Nanoelectronics, Kotelnikov 
Institute of  Radio Engineering and Electronics 
of  the Academy of  Sciences of  the Russian 
Federation, Corresponding Member of  the 
Russian Academy of  Natural Sciences, a well-
known specialist in the field of  generation of  
microwave noise oscillations and processing 
of  broadband signals based on dynamic chaos.

Rostislav Vladimirovich was born in 1934 in the 
city of  Astrakhan. His father, VI Belyaev, a surgeon, 
graduated from Astrakhan Medical Institute. He died 
in 1939 at age 30 from an incurable disease. Paternal 
grandfather - IA Belyaev was born in 1885 in the 
Kaluga province, graduated in 1914, the Medical 
Faculty of  the University of  Emperor Nicholas 
in Saratov. Was called up for military service, was 
awarded the Order of  St. Stanislaus 2 and 3rd 
degree, the Order of  St. Anne 3rd degree. Since 
1915, worked at the Department of  Ophthalmology 
of  the Imperial University of  Nicholas, from 1923 to 
1933. headed the Eye Clinic of  Astrakhan Medical 
Institute at the rank of  professor, from 1933 to 
1944. headed the Department of  Ophthalmology 
at Saratov State Medical Institute. Mom graduated 
from Astrakhan Medical Institute and worked all 
her life pediatrician. Her parents were military, 
but by her husband mother - entrepreneurs.

After graduating in 1952, high school, RV 
Belyaev enters the Moscow Institute of  Physics 
and Technology in the 1st specialty - Electronics 
(faculties then MIPT not yet exist). In the process 
of  learning takes place in the MIPT basic practice 
and training on leading electronics industry of  the 
USSR Research Institute "Istok" Fryazino Moscow 
region. Thesis at the end of  training devoted to 
the study of  field emission properties of  rare-
earth elements, under the supervision of  Ph.D. BS 
Kulvarskoy performs in the newly established in 
Moscow on the initiative of  academician AI Berg 
Institute of  Radio Engineering and Electronics, 
Academy of  Sciences of  the USSR (1953, in 
the building of  the Faculty of  Physics, Moscow 
State University, migrated to the Lenin Hills).

After graduation RV Belyaev in 1958 distributed 
in IRE USSR Academy of  Sciences for the post 
of  junior researcher, where the Department of  
Electronics, headed by Corresponding Member 
of  the USSR Academy of  Sciences DV Zernov, 
engaged in the development and study of  electron-
beam systems with flat beam for automatic 
coding signals. In 1971, during the reorganization 
of  the structure of  RV Belyaev transferred to 
the laboratory headed by VYa Kislov, and thus 
changes the direction of  the work performed.

The main themes of  future activities RV 
Belyaev associated with developing area generating 
chaotic oscillations with a level greater than the 
noise floor systems, that is due to the properties 
of  nonlinearity and delay effects, implemented in 
particular in systems with feedback delay feedback:
•	research and development in the field of  microwave 
generation broadband noise oscillations in plasma;

•	research and the creation of  
electron-wave microwave devices;

•	research and creation of  a noise signal 
generator of  the microwave range on the 
basis of  solid state semiconductor devices.

Further, due to the transition from analog to digital, 
RV Belyaev conducted research algorithms of  pseudo-
numeric (integer) sequences and their properties:
•	development of  digital broadband information 
technologies based on dynamic chaos for processing, 
transmission, storage and protection of  information;

•	development and application of  research methods 
of  fractal analysis of  complex wideband signals.

IN MEMORIAM

IN MEMORY OF
ROSTISLAV V. BELYAEV
PACS: 01.60.+q                                                                         DOI: 10.17725/rensit.2023.15.199
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The thesis is an RV Belyaev the title of  Ph.D., 
completed in 1986, is devoted to the study of  
excitation noise oscillations in generators on the 
avalanche-transit diodes (ATDG). It is known 
that these oscillators are excited into oscillation, 
which together with the spectrum of  the harmonic 
components comprises a continuous component 
with a level exceeding the feedback fluctuations of  
the avalanche current. In some cases, increasing 
operating current ATDG leads to the excitation of  
noise fluctuations without isolation of  the harmonic 
components. Studies on simple models of  self-
oscillating systems such as the Van der Pol has shown 
that under certain conditions, even in such systems 
can be implemented modes of  the complex nature 
of  the oscillations. In order to identify the nature 
of  the excitation of  anomalous noise regulations in 
ATDG experimentally investigated such generators 
on simple systems that allow a controlled excite one-
, two- and three-mode oscillation. It is shown that 
in these systems when the current ATDG modes 
implemented with the spectra vary according to 
the complexity of  sequential scenarios generated 
oscillations typical for a large class of  dynamical 
systems studied simple models. These results 
demonstrate the dynamic nature of  the excitation 
of  abnormal noise oscillations in such generators, 
although fluctuations of  the avalanche current 
in such generators will undoubtedly affect the 
level of  their appearance, but they are not the 
direct cause of  the chaos, it is - in the complex 
dynamics of  the diode-oscillating circuit. These 
results have practical application in the creation 
of  practical systems generating wideband noise 
signals ATDG based on a power level comparable 
to the level of  the oscillation generating ordered.

RV Belyaev, together with Institute staff  
developed, implemented and studied in the 
form of  digital circuits forming algorithms 
broadband noise signal, which have found 
practical application in real-world applications.

Together with other members of  the Institute, 
he repeatedly took part in field work and trials in 
various parts of  the country from Kamchatka 
to Astrakhan, from Voronezh to Sevastopol.

Since 1958 to the present time Rostislav Belyaev 
- employee IRE RAS, from 1971 to 1986. - Junior 
Researcher, from 1989 to present - Senior Researcher, 
from 2007 to 2010. Acting Head of  laboratory.

The scientific results RV Belyaev 
published in 65 articles in various journals 
and presented at 42 national and international 
conferences. Has 4 inventor's certificates.

RV Belyaev - conferee of  several international and 
national conferences, schools systems with chaotic 
oscillations. Is responsible executor of  the decree 
of  the government, as well as on numerous grants 
RFBR and ISTC. Rostislav Vladimirovich - member 
Russian Scientific and Technical Society of  Popov 
Radio Engineering, Electronics and Communication 
since its inception in 1991, corresponding member 
of  the Russian Academy of  Natural Sciences (2001) 
in the Department of  Radio Electronics problems, 
nanoscale physics and information technology.

RV Belyaev since 2009 - Executive Secretary 
of  scientific journal "RadioElectronics. 
Nanosystems. Information Technology "(RENSIT).

In 1997 he was awarded the honorary title 
of  Veteran of  Labor; he was awarded the medal 
"In commemoration of  the 850th anniversary of  
Moscow", the badge "Honorary Radio Operator" 
the Ministry of  Radio of  Russian Federation.

Rostislav Vladimirovich - a tireless traveler and 
experienced water tourists, traveled the country 
and outcome of  Far North - Kola Peninsula, Ural 
Mountains, Putoran, Kamchatka, tributaries of  
Pechora, Ob, Yenisei (Lower and Stony Tunguska), 
Lena, to the South - Lake Baikal, Issyk Kul, Tuva - the 
origins of  the Yenisei region near border with Mongolia. 
Herewith he is actively promoting this lifestyle among 
employees, pulling them into their dizzying projects.

Life Rostislav Vladimirovich - a living history IRE, 
he - where  need heavier laborious work, creating soil 
in which grew all important results of  collective. Its 
reliability, natural intelligence, politeness, courtesy, 
responsiveness, high scientific erudition, amazing 
performance, devotion to work, integrity and 
responsibility - priceless gift to the his collaborators.

Rostislav Vladimirovich Belyaev was a very kind 
and warm, extremely decent and wise man, possessing 
at the same time strength and firm conviction in his 
research. A bright and eternal memory of  him will 
remain in our hearts.

Relatives, friends, colleagues
and the Editorial Board RENSIT journal

ROSTISLAV V. BELYAEV IN MEMORIAM
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NIKOLAY N. ZALOGIN
PACS: 01.60.+q                                                                         DOI: 10.17725/rensit.2023.15.201

On May 31, 2023, at the age of  88, Nikolay 
Nikolayevich Zalogin, Leading Researcher of  
Physical Fundamentals of  Nanocomposite 
Materials for Information Technologies Laboratory 
of  the Physical Fundamentals of  Nanoelectronics 
Department of  V.A. Kotelnikov Institute of  
Radioengineering and Electronics of  the Academy 
of  Sciences of  the Russian Federation, a well-
known specialist in the field of  generation of  
microwave noise oscillations, their application 
in radio electronic warfare, radar and broadband 
signal processing based on dynamic chaos.

A descendant (6th generation) of  the old 
merchant family of  the Zalogins from Bogorodsk 
(now – Noginsk) near Moscow, Nikolai Nikolayevich 
was born on August 6, 1935 in Moscow. Father – 
Zalogin Nikolai Georgievich (1902-1978), engineer, 
specialist in flue gas cleaning at thermal power 
plants in Moscow. During the war, he was awarded 
the Order of  the Red Star for the creation of  a 
system for masking smoke in the infrared range. 

Mother – Bauman Lyudmila Nikolaevna, researcher, 
laboratory head.

After graduating from secondary school in 1953, 
N.N. Zalogin on the second attempt, in 1954 entered 
the Moscow Institute of  Physics and Technology. 
Since 1957, after the 3rd year, he passed basic and 
then undergraduate practice at the Institute of  
Radioengineering and Electronics (IRE) of  USSR 
Academy of  Sciences.

In 1960, he was hired at the IRE as a 
junior researcher to the Microwave Electronics 
Department under the direction of  Academician 
of  USSR Academy of  Sciences Nikolai Dmitrievich 
Devyatkov, to the Electronic Generators Laboratory, 
led by Technical Sciences Doctor Chernov Z.S. In 
1961, during the reorganization of  the structure 
of  the department, N.N. Zalogin is transferred 
to a laboratory led by Ph.D. V.Ya. Kislov, and, 
accordingly, the direction of  the work performed 
by him changes. Initially, the Kislov laboratory was 
engaged in the study of  the possibility of  creating 
O-type plasma devices in the centimeter wavelength 
range. The successful development of  this direction, 
as expected, made it possible to get rid of  small-sized 
slow-wave systems in the millimeter wavelength 
range. Working in this direction as an experimenter, 
N.N. Zalogin was the first to discover (1962) the 
generation of  microwave noise in a plasma-electron 
flow system (in a backward-wave plasma lamp). 
According to the application for the invention of  
the noise generator (authors N.N. Zalogin and 
V.Ya. Kislov), Authorship Certificate No. 28547 was 
received with priority dated April 15, 1963.

Since 1963 N.N. Zalogin is a correspondence 
post-graduate student at IRE, USSR Academy of  
Sciences. The dissertation work "Plasma Noise 
Generator" for the title of  Technical Sciences 
Candidate, completed in 1967 with a successful 
defense, was devoted to the study of  the generation 
of  noise oscillations in the plasma-electron flow 
system as a result of  its longitudinal interaction 
with a backward electromagnetic wave in the 10 
mm wavelength range propagating along the plasma 
waveguide. The scientific adviser of  the postgraduate 
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student Zalogin N.N. was the 16th Department 
head, Academician of  USSR Academy of  Sciences 
N.D. Devyatkov.

Since 1970, Nikolai Nikolaevich has been a 
senior researcher. In 1970, together with other 
laboratory workers, V.Ya. Kislov was transferred to 
the Fryazinsky branch of  IRE in the lab. 166. In 1975 
he was transferred back to the IRE Moscow part, 
but continued to work on the "noisetron" themes 
with the lab. 166. These works were awarded in 1980 
by the USSR State Prize in science and technology 
(on a closed topic) to the team of  authors of  the 
IRE of  USSR Academy of  Sciences – Kislov V.Ya., 
Zalogin N.N. and Myasin E.A.

After the discovery of  the effect of  generation of  
noise oscillations in systems based on traveling-wave 
tubes with delayed feedback, the main subject of  N.N. 
Zalogina was associated with this developing area of  
research – the generation of  chaotic oscillations with 
a level exceeding the level of  the system's own noise, 
that is, due to the properties of  nonlinearity and 
delay effects, implemented, in particular, in systems 
with delayed feedback: research and development 
in the field of  microwave generation broadband 
noise oscillations; research and creation of  electron-
wave devices in the microwave range; research and 
development of  microwave noise signal generators 
based on solid-state semiconductor devices.

Together with other employees of  the IRE, 
N.N. Zalogin repeatedly took part in field work and 
testing of  the developed systems in various regions 
of  the USSR from Kamchatka to Astrakhan, from 
Voronezh to Sevastopol.

Since 1999 N.N. Zalogin is a leading researcher 
at the V.A. Kotelnikov IRE of  RAS.

The results of  the scientific work of  N.N. Zalogin 
published in more than 120 articles in various 
journals and presented at dozens of  national and 
international conferences. When the group of  co-
authors collected material for publication, then the 
question "Who will write?" – followed the answer: 
"N.N. Zalogin, of  course". He has 4 copyright 
Inventions Certificates, winner of  two Awards of  
the USSR Council of  Ministers (1984 and 1989). He 
is author of  the monograph "Broadband Chaotic 
Signals in Radio Engineering and Information 
Systems" (Moscow, Radiotekhnika Publ., 2006), 
written in an amazing language for a scientific 

monograph, reflecting the author's rare literary gift 
with his sharp, imaginative, always ironic tone.

N.N. Zalogin is a participant in a number of  
international and republican conferences, schools 
on systems with chaotic oscillations. He was the 
responsible executor of  work under the Government 
Decrees, as well as under numerous grants from the 
ISTC and RFBR. Nikolai Nikolaevich is a member 
of  the A.S. Popov Russian Scientific and Technical 
Society of  Radioengineering, Electronics and 
Communications since its inception in 1991. In 1997 
he was awarded the honorary title of  Labor Veteran; 
he was awarded the medal "In Commemoration 
of  the 850th Anniversary of  Moscow", the badge 
"Honorary Radio Operator" of  the Russian 
Federation Ministry of  Radio Industry.

Wife Zalogina (née Shidlovskaya) Elena 
Alexandrovna (1937-1999), chemist, employee of  the 
Research Institute of  Chemical Reagents and Highly 
Pure Chemical Substances. Sons (7th generation of  
the Zalogin family) Alexander (1961) – Candidate 
of  Physical and Mathematical Sciences (children – 
Alexey, Tatyana, Maria, Andrey), and Vladimir (1964) 
– a specialist in the field of  computer networks (son 
Ivan, 1998).

Since 1993, he lived in the Dunino village, 
Odintsovo district, Moscow region. The whole 
village went to him for help and advice on everything 
from technical to family matters. In the Dunino M.M. 
Prishvin Museum Nikolai Nikolaevich has always 
been a welcome participant in all key events in the 
museum life, almost a freelancer. In addition, being 
the grandson of  the last owner of  the Fryanovo estate 
near Moscow, which has now become a museum, 
Nikolai Nikolayevich participated in equipping the 
museum with exhibits.

The life of  Nikolai Nikolaevich is a living 
history of  the IRE RAS, his natural intelligence, 
excellent scientific erudition, amazing efficiency, 
responsiveness, integrity and responsibility are an 
invaluable gift to the team of  his employees.

The bright memory of  you, Nikolai Nikolaevich, 
will warm the hearts of  all who knew you, for a long 
time.

Relatives, friends, colleagues 
and the Editorial Board RENSIT journal


