Source detection in dispersive environment
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Abstract. The theory and implementation of a new information technology for passive source detection in a dispersive environment is presented. The method is based on the processing of the interference pattern formed by broadband noise source. The estimation of noise immunity of interferometric processing is received. The results of numerical analysis of noise source detection using the Neumann-Pearson criterion in oceanic waveguides are considered.
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1. INTRODUCTION

In dispersing media, when multi-wave (multipath) propagation takes place, a mechanism of self-organization of the interference pattern (interferogram) of a moving (or stationary) broadband noise source is possible. The interference pattern formats the stable system of
localized bands in the frequency-time variables [1]. The slope of the bands is determined by the radial velocity of the source (the projection of the velocity towards the receiver). The frequency dispersion can be due to both the physical properties of the environment and the presence of the boundaries of the environment in which the waves propagate (waveguide propagation).

The information technology for signal processing of the source noise field (interferometric processing) is proposed by based on properties of interference pattern in waveguide. The offered information technology implements coherent accumulation of spectral intensity along localized bands by using 2D Fourier transform of interferogram. At the output of the 2D Fourier transformation of interferogram, the spectral density of the signal is localized in a narrow band in the form of focal spots caused by interference of modes (normal waves) of different numbers. In contrast of noise, the accumulation of interference along the interferogram bands is incoherent. The proposed interferometric signal processing makes it possible to solve the problem of localization of low-noise sources with high noise immunity: detection, direction, determination of radial velocity, distance and resolution [2-6].

The 2D Fourier transform of an interferogram is called a hologram, since it records and reconstructs the wave field of the source. Image reconstruction is achieved by filtering the 2D spectral density of the source on the hologram and application of the 2D Fourier inverse transform [2-6]. This clearing of the source signal from noise does not require knowledge of the nature of the signal, noise and transfer function.

The application of the proposed signal processing does not depend on the nature of the dispersion. At the same time, the quantitative parameters of the dispersion determine the effectiveness of its use. The proposed signal processing allows a new understanding of the statistical problem of passive detection of a noise signal at presence of noise background. This paper presents a solution of this problem based on the Neumann-Pearson criterion [7]. Its solution focuses on an advanced example of sound propagation in an oceanic waveguide (the case of waveguide dispersion) by using a single receiver.

2. NOISE IMMUNITY OF INTERFEROMETRIC SIGNAL PROCESSING

The efficiency of interferometric processing is characterized by the limit (minimum) input ratio – signal/noise (s/n): \( q_{\text{lim}} \). When value \( q_{0} \geq q_{\text{lim}} \), coherent accumulation of spectral intensity along interference bands is realized [2]. At this condition the source detection is stable and estimates of the source parameters are close to real values. For the scalar component of the source noise field and isotropic noise \( q_{\text{lim}} \approx 1.5/J^{2} \) [3]. Here \( J \) – is the number of time intervals (samples)
at which coherent accumulations of spectral maxima of the wave field along the interference bands are realized

\[ J = \frac{\Delta t}{T + \delta T}, \]  

(1)

where \( \Delta t \) – time of observation, \( T \) – duration of noise realization of the source, \( \delta T \) the interval between samples. In order to noise realization to be independent, the duration \( \delta T \) must satisfy the condition \( \delta T > \Delta f_1 \), where \( \Delta f_1 \) noise source spectrum width.

Next, let's limit the area of input values \( q_0 \geq 1.5/J \). That is practical interest. Signal and noise are considered independent Gaussian random processes with zero mathematical expectations. Let’s put that in the band \( \Delta \omega_1 = 2\pi \Delta f_1 \) provides \( W \) localized bands with width \( \Delta \omega_2 = 2\pi \Delta f_2 \) and the contrast of the interferogram, i.e. the visibility of the bands, is equal to one. Along the interference bands, the intensity of the useful signal accumulates coherently, and the noise – incoherently. These provisions are not fulfilled accurately. But as it is shown by the results of computer modeling and nature experiments [2-6], the estimations remain quite correct.

Under the s/n ratio \( q_0 \) at the input of a single receiver at the initial time \( t = 0 \) refers to the value of \( q_0 = q(0) = \frac{E_s(0)}{E_n(0)} \),

\[ (2) \]

where

\[ \frac{1}{\pi}\int_0^{\pi} |s(0, \omega)|^2 d\omega = \frac{1}{\pi} \Delta \omega_1 |s(0, \omega')|^2, \]  

\[ (3) \]

\[ \frac{1}{\pi}\int_0^{\pi} |n(0, \omega)|^2 d\omega = \frac{1}{\pi} \Delta \omega_1 |n(0, \omega')|^2, \]  

\[ (4) \]

– average energy of useful signal and noise. Here \( \omega' \) and \( \omega' \) – selected signal frequencies and noise in the band \( \Delta \omega_1 \).

The stroke above means averaging over the ensemble of realizations. In accordance with (3), (4), the input ratio s/n (2) is equal to

\[ q_0 = \frac{|s(0, \omega')|^2}{|n(0, \omega')|^2}. \]  

(5)

The values in the numerator and denominator (5) are equal to the mathematical expectations of the signal intensity and noise at the initial time

\[ M_s(0) = |s(0, \omega')|^2, \quad M_n(0) = |n(0, \omega')|^2. \]  

(6)

Signal dispersion and noise at the initial moment is [8]

\[ D_s(0) = 2 |s(0, \omega')|^2, \quad D_n(0) = 2 |n(0, \omega')|^2. \]  

(7)

The average useful signal energy and noise during time accumulation \( \Delta t \) can be written in the form of the addition of energies at time intervals of duration \( T \) along the interference bands

\[ \bar{E}_s(\Delta t) = \frac{1}{\pi}\int_0^{\pi} \sum_{j=1}^J W s(t_j, \omega) \int_0^{\pi} d\omega, \]  

(8)

\[ \bar{E}_n(\Delta t) = \frac{1}{\pi} \sum_{j=1}^J W \int_0^{\pi} n(t_j, \omega) \int_0^{\pi} d\omega. \]  

(9)

Suppose that the mathematical expectations of the signal and interference do not depend on the moment of reference \( t_j \), that is \( |s(t_j, \omega)|^2 = |s(\omega)|^2 \) and \( |n(t_j, \omega)|^2 = |n(\omega)|^2 \). Then expressions (8), (9) take the form
so at the output of the time accumulation, the ratio \( s/n \) is equal to

\[
q(\Delta t) = \frac{\overline{E_s}(\Delta t)}{\overline{E_n}(\Delta t)} = WJ \frac{|s(\omega_s^*)|^2}{|n(\omega_n^*)|^2} q_0.
\]  

At the initial time, the average useful signal energies (3) and noise (4) can also be expressed as

\[
\overline{E_s}(0) = \frac{1}{\pi} W^2 |s(\omega_s^*)|^2 \Delta\omega_2,
\]

\[
\overline{E_n}(0) = \frac{1}{\pi} WJ |n(\omega_n^*)|^2 \Delta\omega_2.
\]

From the comparison of expressions (3), (4) and (14), (15) we find

\[
|s(\omega_s^*)|^2 \Delta\omega_1 = W^2 |s(\omega_s^*)|^2 \Delta\omega_2,
\]

\[
|n(\omega_n^*)|^2 \Delta\omega_1 = WJ |n(\omega_n^*)|^2 \Delta\omega_2
\]

and then the expression (13) takes the form

\[
q(\Delta t) = J q_0.
\]

According to (10), (11) during the accumulation of mathematical expectations and dispersion of useful signal intensity and noise are equal

\[
M_s(\Delta t) = W^2 J^2 |s(\omega_s^*)|^4, \quad M_n(\Delta t) = WJ |n(\omega_n^*)|^4,
\]

\[
D_s(\Delta t) = 2 W^4 J^4 \left[|s(\omega_s^*)|^2 \right], \quad D_n(\Delta t) = 2 W^4 J^4 \left[|n(\omega_n^*)|^2 \right].
\]

Thus, the multiple coherent summation of the interference maxima of the noise source wave field along the localized bands increases the output \( s/n \) ratio \( q(\Delta t) \) by \( J \) times with respect to the input value \( q_0 \). This increase becomes quite clear if we consider an analogy with the coherent spatial signal processing of a multielement antenna containing \( Q \) receivers: with respect to a single receiver, the ratio of \( s/n \) increases \( Q \)-times.

Recording an interferogram onto a hologram and clearing the domain of spectral density localization from interference leads to an additional increase in the output ratio \( s/n \) compared to \( q(\Delta t) \). The 2D Fourier transform of the interferogram localizes the 2D spectral density of the useful signal within a narrow hologram band, the area of which can be estimated as

\[
S_s = \frac{\tau_{M-1}}{\Delta M}.
\]

Here \( \tau_{M-1} \) – position of the main maximum \( (M-1) \)-th focal spot on the time axis due to interference between extreme modes, where \( M \) – the number of modes forming the source field at the receiving point [2]. Outside this band, the spectral density is practically suppressed. The spectral density of the noise is distributed over the entire domain of the hologram, the area of which is equal to

\[
S_n = \nu_{M-1}^\star \tau_{M-1}.
\]
where \( \nu_{M-1} = -wh_{1M}(\omega) \) – position of the main maximum \((M-1)\)-th focal spot on the axis of cyclic frequency [2]. Here \( h_{1M} = h_1 - h_{M} \), \( h_m \) – horizontal wave number of \( m \)-th mode; \( \omega_1 \) – average frequency of spectrum width \( \Delta \omega \); \( w \) – radial velocity of the source. In the 2D Fourier transformation, the energy does not change. Therefore, assuming that the noise power is uniformly distributed in the hologram region, the s/n ratio in the localization band of the spectral density of the useful signal (at the output of interferometric processing) will be

\[
q_{hol} = \frac{S_{\nu}}{S_{\nu}} q(\Delta t). \tag{23}
\]

According to (18), (21), (22), expression (23) takes the form

\[
q_{hol} = J\gamma q_0 \tag{24}
\]

where is the concentration coefficient \( \gamma = |\nu_{M-1}| \Delta t \). In the case of a unmoving source, the value \( |\nu_{M-1}| \) replaced by the width of the spectrum \( \Delta \nu \) in the hologram domain.

For shallow water in the low frequency range (several hundred hertz) and source velocities \( w \approx 1-10 \, \text{m/s} \) value \( |\nu_{M-1}| \approx 0.07-0.7 \, \text{Gz} \) [2–6]. Setting accumulation time \( \Delta t = 100 \, \text{s} \), we obtain estimation \( \gamma = 7-70 \). The difference in the mechanism of accumulation of spectral intensity along the interference bands and the distribution of the spectral density of the wave field of the source and the noise on the hologram gives a high s/n ratio at the output of the interferometric processing.

3. DETECTION OF THE SOURCE BY THE NEUMAN-PIRSON CRITERION

Neumann-Pearson criterion optimizes the probability of correct detection \( p_1 \) (exceeding of given level at the output of the processing at the presence of useful signal) for a given probability of false alarm \( p_2 \), those. exceeding given level at the absence of useful signal due to noise [7].

Probability density \( p_{sn,n}(x) \) of random value \( I_{sn,n}(\Delta t) \) equal to temporary accumulation of spectral density

\[
I_{sn,n}(\Delta t) = \sum_{j=1}^{J} [s_j(t,\omega) + n_j(t,\omega)]^2 \tag{25}
\]

has a complex form defined by the composition of generalized \( \chi^2 \)-distributions and probability density determined by the Hankel function of zero order of the imaginary argument [8]. Here, the subscripts «\( sn \)» and «\( n \)» note the cases of presence and absence of a useful signal, respectively. In accordance with the central limit theorem for a large number of terms \( J \) probability density \( p_{sn,n}(x) \) approximates for Gaussian distribution. Since value \( I_{sn,n}(\Delta t) \geq 0 \), so \( p_{sn,n}(x) = 0 \) at \( x < 0 \) and for probability density \( p_{sn,n}(x) \), when \( J >> 1 \), obtain [8]

\[
p_{sn,n}(x) = \frac{1}{\sqrt{2\pi D_{sn,n}(\Delta t)}} \left[ \exp \left[ -\frac{(x-M_{sn,n}(\Delta t))^2}{2D_{sn,n}(\Delta t)} \right] + \exp \left[ -\frac{(x+M_{sn,n}(\Delta t))^2}{2D_{sn,n}(\Delta t)} \right] \right], x \geq 0, \tag{26}
\]

Here \( M_{sn,n}(\Delta t) \) and \( D_{sn,n}(\Delta t) \) – expectation and variance of a random variable \( I_{sn,n} \) at
time moment $\Delta t$. According to (19), (20), (25) we have

$$M_n(\Delta t) = W^2 J^2 \left[ s(\omega_s^*) \right]^2 + WJ n(\omega_s^*)^2,$$  \tag{27}

$$D_n(\Delta t) = 2 \left[ W^2 J^2 \left[ s(\omega_s^*) \right]^2 + WJ n(\omega_s^*)^2 \right]^2.$$  \tag{28}

At the absence of a noise, the mathematical expectation $M_n(\Delta t)$ and variance $D_n(\Delta t)$ are determined by expressions (19), (20). The linear 2D Fourier transform has the Gaussian probability density as well. Therefore, the probability density of the localized energy on the hologram has form similar to (26) by replacing expressions (27) and (28) by the relations

$$M_{sn(hol)}(\Delta t) = \gamma W^2 J^2 \left[ s(\omega_s^*) \right]^2 + WJ n(\omega_s^*)^2,$$  \tag{29}

$$D_{sn(hol)}(\Delta t) = 2 \left[ \gamma W^2 J^2 \left[ s(\omega_s^*) \right]^2 + WJ n(\omega_s^*)^2 \right]^2.$$  \tag{30}

Probability of false alarm $p_2$ at the output of interferometric signal processing equals to the probability that the noise level is more than given level $g$. So, probability of false alarm equals to

$$p_2 = \frac{1}{\sqrt{2\pi D_n(\Delta t)}} \int_{-\infty}^{\infty} \exp \left\{ -\frac{(x - M_n(\Delta t))^2}{2D_n(\Delta t)} \right\} + \exp \left\{ -\frac{(x + M_n(\Delta t))^2}{2D_n(\Delta t)} \right\} dx.$$  \tag{31}

After simple transformations, taking into account the relationship (19), (20) between the quantities $M_n(\Delta t)$ and $D_n(\Delta t)$, expression (31) is reduced to the following form

$$p_2 = 1 - 0.5 \left[ \Phi(\kappa_n - 0.5) + \Phi(\kappa_n + 0.5) \right],$$  \tag{32}

where $\kappa_n = g / 2M_n(\Delta t)$, $\Phi(x)$ – error integral

$$\Phi(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt.$$  \tag{33}

The probability of a false alarm is determined by the parameter $\kappa_n$. Expectation $M_n(\Delta t)$, according to (4), (17), can be represented as

$$M_n(\Delta t) = \frac{\pi}{\Delta \omega_2} J E_n(0) = JM_n(0) \frac{\Delta \omega_1}{\Delta \omega_2},$$  \tag{34}

where $\Delta \omega_1$ and $\Delta \omega_2$ are the bandwidths of the signal spectrum and the interferogram.

Probability of correct detection $p_1$ at the output of interferometric signal processing

$$p_1 = 1 - 0.5 \left[ \Phi(\eta_i) + \Phi(\eta_s) \right],$$  \tag{35}

where

$$\eta_i = \frac{2 \kappa_n - 1 - q_{hol}}{2(1 + q_{hol})},$$  \tag{36}

$$\eta_s = \frac{2 \kappa_n + 1 + q_{hol}}{2(1 + q_{hol})}.$$  \tag{37}

One can see the probability of correct detection is determined by the parameter $\kappa_n$ and the s/n ratio $q_{hol}$ (24) at the output of interferometric processing.

The given false alarm probability $p_2$ determines the level of $g$. This level $g$ determines the probability of correct detection $p_1$. The remaining false alarm $p_2$ determines the level of $g^*$.
detection $p_1$. Thus, it is possible to calculate the useful signal detection curves, representing the dependence of the probability of correct detection on the output (or input) s/n ratio at a fixed probability of false alarm $p_2$. The range of input relations of s/n $q_0 = 1.5/J^2$ corresponds to the range of output values of s/n $q_{bol} \geq 1.5\gamma/J$. One can see, that the possibility of correct detecting of useful signal in interferometric signal processing for given probabilities $p_1$ and $p_2$ is not depend upon signal form and type of interference. The possibility of correct detecting is determined only by the energy density of the interference $M_\gamma(\Delta t)$, the number of samples $J$ and the concentration coefficient $\gamma$.

The Fig. 1 shows the curves for correct detecting of useful signal as dependence of input s/n ratio $q_0$ for concentration coefficient $\gamma = 10$. Probability of false alarm $p_2 = 10^{-3}, 10^{-6}, 10^{-9}$. Number of samples $J = 15, 30$. These values corresponds to the limiting input relations of s/n $q_{lim} = 0.00667, 0.00167$. The decreasing of the probability of false alarm leads to the probability of correct detection decreasing for a given input s/n ratio. At the samples increasing, the source detection efficiency increases.

4. CONCLUSION

In dispersing environment, the information technology for processing of signal interferograms of broadband sources is proposed. This information technology allows to solve the problem of localization of low-noise sources with high noise immunity. Of course, for each type of dispersing environment, the preliminary analysis of the efficiency of the offered signal processing is required.

The offered signal processing effectiveness is demonstrated by the example of waveguide dispersion of oceanic waveguides for the problem of noise source detection by the Neumann-Pearson criterion by using a single receiver. Noise immunity of signal processing is estimated. Analytical dependences of detection curves are obtained. The results of numerical calculations are presented.
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