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We should also mention the theory of gauge fields as one of the directions of geometrization of physical interactions [9]. Within this ideology, electromagnetism, gravity, and other interactions are considered from a single geometric point of view [10].

Later, in order to create the theory of elementary particles, another approach to combining gravity with other interactions was developed.

The need to take into account the gravitational field in the description of the interaction of elementary particles was indicated 50 years ago by K.P. Stanyukovich [11] and M.A. Markov [12]. They put forward the hypothesis of the existence of heavy particles — planckions and maximons.

The authors assumed that there are three fundamental constants in nature: the Planck constant $\hbar$, the speed of light $c$, and the gravitational constant $G$. These values can be used to construct expressions with dimensions of length, time, and mass. They are called Planck length $l_{Pl}$, Planck time $t_{Pl}$ and Planck mass $m_{Pl}$.

$$l_{Pl} = \sqrt{\frac{\hbar G}{c^3}} \approx 10^{-33} \text{ sm},$$
$$t_{Pl} = \sqrt{\frac{\hbar G}{c^3}} \approx 10^{-43} \text{ sec},$$
$$m_{Pl} = \sqrt{\frac{\hbar c}{G}} \approx 10^{-5} \text{ gr}.$$  

In quantum theory a particle with a mass of $m$ corresponds to the Compton wavelength

$$\lambda_c = \frac{\hbar}{mc}. \quad (2)$$

This wavelength can be associated with the particle size, some of its "quantum radius". If the Planck mass $m_{Pl}$ is put in the formula (2), it turns out that the Compton wavelength coincides with the Planck length $l_{Pl}$

$$\lambda_c = l_{Pl}. \quad (3)$$

But another linear parameter can be associated with mass $m$ — the Schwarzschild gravitational radius

$$r_{gr} = \frac{Gm}{c^2}.$$  \( (4) \)

According to the General theory of relativity, if a spherical-symmetric distribution of matter is compressed to such dimensions, it collapses, forming a black hole. Therefore, it is now considered that the value of $m_{Pl}$ is the maximum value of the mass of an elementary particle. They are called maximons. Particles with large masses should turn into black holes. Accordingly, the corresponding gravitational radius $r_{gr}$ can be considered as the minimum possible size of an elementary particle.

If one substitute the Planck mass $m_{Pl}$ in the formula (4), it will take the form

$$r_{gr} = 2 \sqrt{\frac{\hbar G}{c^3}} = 2l_{Pl}. \quad (5)$$

Thus, the gravitational radius of maximon coincides in order of magnitude with Planck length.

In Landau’s work [13], estimates for the value of the "radius" of elementary particles were obtained, based on the limit of applicability of electrodynamics representations in quantum mechanics. Interestingly, the "radius" of the electron at the same time was equal to zero. Such relations were discussed in an attempt to take into account the gravitational forces in the processes of interaction of elementary particles. This approach assumes the initial existence of particles with a large rest mass, and since we do not observe such objects, it is not clear how it can be used to describe the processes occurring in the laboratory.

Our approach is fundamentally different from all these and similar theories. The Extended space model (ESM) is based on the physical hypothesis that the mass (rest mass) and its conjugate action (interval) are dynamic variables, the value of which is determined by the interaction of fields and particles. In this respect, our model is a direct generalization of the special theory of relativity (SRT), in SRT the interval and rest mass of particles are invariants, in ESM they can change.

In particular, a photon can acquire mass, both positive and negative. This mass can appear and change as a consequence of electromagnetic interaction and generate gravitational forces. It is
this circumstance that allows us to consider gravity and electromagnetism as a unit field.

Different aspects of the ESM are set out in articles [14-18]. In this paper, we give a systematic exposition of the formalism of the electromagnetic-gravitational field, introduce a generalized system of Maxwell's equations, which satisfy its tensions, and find an expression for the Lorentz force, which defines its interaction with matter.

2. CURRENTS AND POTENTIALS

The source of the electromagnetic field is a current. In the traditional formulation the electromagnetic current is described by \((1+3)\) vector in Minkowski space \(M(1,3)\) [18].

\[
\vec{\rho} = \left( \frac{\rho_0 c}{\sqrt{1-\beta^2}}, \frac{\rho_0 v}{\sqrt{1-\beta^2}} \right), \quad \beta^2 = \frac{v^2}{c^2}, \quad \rho^2 = c^2. \tag{6}
\]

Here \(\rho_0(t, x, y, z)\) is the density of electric charge at the point \((t, x, y, z)\) in the space \(M(1,3)\), and \(v_x(t, x, y, z), v_y(t, x, y, z), v_z(t, x, y, z)\) – is local velocity of the charge density.

In transition to the extended space \(G(1,4)\) the \((1+3)\) current vector \(\vec{\rho}\) should be replaced by \((1+4)\) vector \(\vec{\rho}\). In accordance with the principles that form the basis of the developed model, the additional coordinate of the vector \(\vec{\rho}\) is introduced in such a way that the resulting \((1+4)\) vector is isotropic. In addition, we want our model to describe both the electromagnetic field and the gravitational field, so the fifth component of the current should be defined so that it serves as a source of the gravitational field.

We believe that the source of a single electromagnetic-gravitational field is a particle that has both mass and charge. In this case, we assume that the mass may not have a charge, but the charge must always have a mass. In our model, we assume that the charge is a constant value, and does not change with transformations from the group of rotations \(L(1,4)\) of the extended space \(G(1,4)\). And the rest mass, which was a scalar with respect to the Lorentz group, is a component of the vector with respect to the group \(L(1,4)\).

We want to obtain a 5-dimensional current vector \(\vec{\rho}\) as a generalization of the 4-dimensional current vector \(\vec{\rho}\). To do this, it is necessary to assign another component.

The current vector (6) is structurally similar to the energy-momentum vector of a particle, having a rest mass. The difference between them is, that in the vector (6) instead of a rest mass \(m_0\) there is a local density of a charge \(\rho_0\). In the transition to the extended space \(G(1,4)\) we pass from the energy-momentum vector to the energy-momentum-mass vector, and in the transition from mechanics to electrodynamics the mass changes to a charge. But, because we want to get a current that will simultaneously serve as a source of both electromagnetic and gravitational field, we multiply each component of the energy-momentum-mass vector on the density of a charge \(\rho_0\), while maintaining the mass density \(m_0\). For brevity, we will denote the charge density by the letter \(e\). Thus, the 5-dimensional current vector generating a single electromagnetic-gravitational field has the form

\[
\vec{\rho} = (j_0, j_x, j_y, j_z) = \left( \frac{emc}{\sqrt{1-\beta^2}}, \frac{emv}{\sqrt{1-\beta^2}}, emc \right). \tag{7}
\]

This is an isotropic vector \(\vec{\rho}^2 = 0\).

The continuity equation, as in the usual case, is expressed as zero 5-divergence of 5-current

\[
\sum_{i=0}^{4} \frac{\partial j_i}{\partial x_i} = 0. \tag{8}
\]

If the charge is at rest, the continuity equation takes the form

\[
\frac{\partial m}{\partial t} + \frac{\partial \tilde{m}}{\partial x_4} = 0. \tag{9}
\]

The ratio (9) can be interpreted as the law of change in the rest mass of a particle due to changes in the properties of the environment.

In ordinary electrodynamics the law of charge conservation follows from the continuity equation

\[
\frac{\partial}{\partial t} \int j_0 dV = - \int \tilde{j} d\tilde{n}. \tag{10}
\]

In the left part of this relation there is an integral on volume, and on the right – an integral on a surface limiting this volume.
In electrogravity, there is a law of conservation of the value, which is the product of the charge to the mass of the particle, which has this charge. This law has the form

\[ \frac{\partial}{\partial t} \int j_dV = -\int j_d\mathbf{n} - \int \frac{\partial}{\partial x_i} j^i dV. \]  

(11)

In this case the change of the value of the product of charge per mass inside a certain volume is determined both by the flow of charged particles through the surface of this volume and by change of the mass of particles inside the volume due to their dependence on the coordinate \( x_i \). Thus, we do not violate the law of charge conservation, since the mass changes in the product of \( em \), and the charge remains constant.

The current (7) generates an electro-gravitational field in the extended space \( G(1,4) \). This field is given by a 5-vector-potential \( A \).

\[ A = (A_0, A_x, A_y, A_z, A_4) = (A_0, A_x, A_y, A_z, A_4). \]  

(12)

Here and below we use the notation \( t = x_0, x = x_1, y = x_2, z = x_3, s = x_4 \).

The components of this vector-potential are determined by the equations

\[ \Pi_{(s)} A_0 = -4\pi \phi, \]  

(13)

\[ \Pi_{(s)} A_x = -\frac{4\pi}{c} j_x, \]  

(14)

\[ \Pi_{(s)} A_y = -\frac{4\pi}{c} j_y. \]  

(15)

Here

\[ \Pi_{(s)} = \frac{\partial^2}{\partial s^2} + \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2}. \]  

(16)

Note that in the case when the dependence on the coordinate \( s \) is absent and the mass \( m \), which is included in the current components (7), is a constant, the system of equations (13)-(15) splits into two independent parts. The equations (13), (14) define the usual potentials of the electromagnetic field, and the equation (15) defines the potential of the scalar gravitational field. In this case these fields exist independently of each other. They are combined into one field only when the mass of \( m \) becomes a variable and there is a dependence on the coordinate \( s \).
The validity of the equation (21) is checked by direct substitution. Indeed, substituting in the equation (21) the expression (17) for stresses via potentials, we have
\[
\frac{\partial^2 A_i}{\partial x_i \partial x_j} + \frac{\partial^2 A_j}{\partial x_i \partial x_j} - \frac{\partial^2 A_i}{\partial x_k \partial x_j} - \frac{\partial^2 A_j}{\partial x_k \partial x_j} = 0.
\]

We have as many such equations as there are different sets of indices \((i, j, k)\), i.e. the number of combinations from 5 to 3, which is equal to 10.

Let us now consider the specific forms of these equations, using the stress tensor (18).

If we limit ourselves to sets of indices that take values \((0, 1, 2, 3)\), then the corresponding 4 equations are just the first pair of Maxwell's equations
\[
div \vec{H} = 0, \quad \text{indexes } (1, 2, 3) \tag{22}
\]

This is one equation, the other 3 corresponding to the index sets \((0, 1, 2), (0, 1, 3), (0, 2, 3)\), combined into a single vector equation
\[
rot \vec{E} + \frac{1}{c} \frac{\partial \vec{H}}{\partial t} = 0. \tag{23}
\]

Thus, the first pair of Maxwell's equations retains its form. In the extended space \(G(1,4)\) six more equations are added to them. Three of them, responding sets \((1, 2, 4), (1, 3, 4), (2, 3, 4)\), can be combined into one vector equation
\[
rot \vec{G} + \frac{\partial \vec{H}}{\partial s} = 0. \tag{24}
\]

Three other threes \((0, 1, 4), (0, 2, 4), (0, 3, 4)\) give three remaining equations of the first class. They also can be combined into a single vector equation
\[
\frac{\partial \vec{E}}{\partial s} + \frac{1}{c} \frac{\partial \vec{G}}{\partial t} + \text{grad} Q = 0. \tag{25}
\]

Thus, the equations of the first type included of the extended Maxwell system equations in space \(G(1,4)\) read (22)-(25). These 10 equations are combined in a vector 3 equations and one scalar. Note that the vector operators \(\text{div}, \text{rot}, \text{grad}\) have the usual 3-dimensional form.

Let us now proceed to construction second type Maxwell equations of the. These equations follow from the equations for potentials (13)-(15). However, it is necessary first to impose a Lorentz gauge condition that must be satisfied by the potential (12). In the space \(G(1,4)\) it reads
\[
\frac{1}{c} \frac{\partial A_i}{\partial t} + \frac{\partial A_i}{\partial x} + \frac{\partial A_i}{\partial y} + \frac{\partial A_i}{\partial z} = 0. \tag{26}
\]

The second type equations from the extended Maxwell system has the form
\[
\sum_{k=0}^{4} \frac{\partial F_{ik}}{\partial x_k} = -\frac{4\pi}{c} \vec{j}; \quad i = 0, 1, 2, 3, 4. \tag{27}
\]

Substituting the stress tensor elements (18) in (27) and considering the Lorentz gauge condition (26), we obtain 5 equations. In vector form they take the form
\[
\text{div} \vec{E} + \frac{\partial Q}{\partial s} = 4\pi \rho, \quad (i = 0), \tag{28}
\]
\[
\text{rot} \vec{H} - \frac{1}{c} \frac{\partial \vec{E}}{\partial t} = \frac{4\pi}{c} \vec{j}, \quad (i = 1, 2, 3), \tag{29}
\]
\[
\text{div} \vec{G} + \frac{1}{c} \frac{\partial Q}{\partial t} = 4\pi j_4, \quad (i = 4). \tag{30}
\]

The stress tensor (18) contains, in addition to components that are analogous to conventional electric and magnetic fields, additional components that describe the gravitational field. More specifically, in the case where the components of the 5-current (7) depend on the coordinate \(x_4\), all components of the tensor (18) describe the unified electromagnetic-gravitational field, if the current does not depend on the coordinate \(x_4\), then the system of equations (22)-(25), (28)-(30) splits into two parts. At the system of Maxwell equations and the Laplace equation for the scalar gravitational field.

Thus, according to our model, in the empty space gravitational and electromagnetic fields exist separately, and in the area where external forces act at particles and fields, they are combined into one field.

We discuss briefly the physical meaning of the equations of extended Maxwell system (22)-(25), (28)-(30).

Equation (22) shows that there are no magnetic charges does not appear in this model and its magnetic lines of force still remain closed.

It follows from equation (23) that, as before, the circulation of the electric field in a closed loop is determined only by the change in the
magnetic field inside this contour. In this case, the fact that the fields \( \vec{E} \) and \( \vec{H} \) can now depend on the variable \( s \), not felt by the equations (22), (23), because they include only derivatives of the usual spatial and temporal variable.

The equation (24) shows that the circulation of the new field \( \vec{G} \) by an arbitrary spatial closed loop is defined by a change of the field \( \vec{H} \) covered by this contour over the new variable \( s \).

The physical meaning of the equation (25) is that it relates the change the old field \( \vec{E} \) by the new variable \( s \) with change of the new fields \( Q \) and \( \vec{G} \) by old variables. If the field \( \vec{E} \) is changed by the \( s \) variable, then an inhomogeneous field \( Q \) and a nonstationary field \( \vec{G} \) should exist in space.

The equation (28) shows that the electric charges of density \( \rho \) and the change of the field of \( Q \) by the variable \( s \) can be considered as the source of the electric field \( \vec{E} \). The electric field lines can start and end not only on electric charges, but also at those points where there is a change of the field \( Q \) on the variable \( s \).

It follows from the equation (29) that the circulation of the magnetic field \( \vec{H} \) by a closed loop is defined not only by the current flowing inside the loop and by change of the electric field \( \vec{E} \) covered by it, but also by change of the field \( \vec{G} \), located inside the contour on the variable \( s \).

The equation (30) shows that the source of the field \( \vec{G} \) can be not only the charges forming the current component \( J_4 \), but also change in time of the field \( Q \). The lines of the field \( \vec{G} \) lines can start and end not only at electric charges, but also at those points where the derivative \( \partial Q/\partial t \) is different from zero.

4. GENERALIZED LORENTZ FORCE

Now we find the forces acting on the point charged particle located in the field (18), and the equations of motion of such a particle. Let us write Lagrangian of the system particle+field for a particle of mass of \( m \) and charge \( e \) and a field given by the potential (12). Choose it as

\[
L = -mc^2\sqrt{1 - \beta^2} + mev - e\varphi + \frac{e}{c}(\vec{A}\vec{v} + A_s v_s).
\]  (31)

Here \( v = ds/dt \).

The Lagrangian (31) differs from the usual Lagrangian describing motion of charged particle in an external field by a member \((e/c)\vec{A}\vec{v} \). And it is assumed in addition that all 5 components of the potentials (12) depend on the variable \( s \). This leads to the fact that mass \( m \) of the particle depends on time \( m = m(t) \). This result is quite consistent with the original postulates of the model. Indeed, according to our assumptions, only mass of free particle is constant. But if it interacts with other particles, its mass may vary.

Interaction constant \( e/c \), with which the product \( \vec{A}\vec{v} \) is included in the Lagrangian, is the same as at the products of spatial component of the potential and velocity of the particle \( \vec{A}\vec{v} \). This is necessary for that the equations of motion of the particle include only the field strength (18), not its potentials (12). As in the usual classic electrodynamics, we believe that the observed values are intensities of the field, not its potentials.

The momentum of the particle is determined by the formula

\[
P_i = \frac{\partial L}{\partial \dot{v}_i}.
\]  (32)

From the Lagrangian (31) we obtain

\[
\vec{P} = \vec{p} + \frac{e}{c}\vec{A} = \frac{mv}{\sqrt{1 - \beta^2}} + \frac{e}{c}\vec{A}.
\]  (33)

\[
P_i = p_i + \frac{e}{c}A_i = mc + \frac{e}{c}A_i.
\]  (34)

By Lagrangian one can construct Euler’s equations of motion, which in general case have the form [19, 20]

\[
\frac{d}{dt} \frac{\partial L}{\partial \dot{v}_i} = \frac{\partial L}{\partial x_i}.
\]  (35)

These are four equations. First three of them read

\[
\frac{dp_i}{dt} = e\vec{E} + \frac{e}{c}[\vec{v}, \vec{H}].
\]  (36)

In form they coincide with the usual equations of motion of charged particle. The only difference
is that now the particle’s mass \( m \) depends on time. This dependence is determined by the equation

\[
\frac{dp}{dt} = eQ + \frac{e}{c}[\mathbf{v}, \mathbf{G}].
\]  

(37)

Given that \( p = mc \) and the speed of light \( c \) is constant, we obtain the equation evolution of mass \( m \)

\[
\frac{dm}{dt} = \frac{e}{c}Q + \frac{e}{c^2}(\mathbf{v}, \mathbf{G}).
\]  

(38)

Thus, four equations (37)-(38) describe the evolution of four values \( v_x(t), v_y(t), v_z(t), m(t) \).

The equation (38) shows that in presence of an external field a mass of a particle changes. Below we will look at specific examples and find exact solutions equations (36)-(38) and interpret them in terms of rotations in the extended space \( G(1,4) \).

5. LOCALIZATION OF FIELDS AND PARTICLES

In the framework of the ESM, it is possible to establish in natural way connection between photon mass and some linear parameter, which we will call the localization parameter. In some sense, it can be considered as the size of a photon. The starting point for us is analogy between dispersion relation of a free particle

\[
E^2 = (c\mathbf{p})^2 + m^2c^4
\]  

(39)
dispersion relation of a wave mode in a hollow metal waveguide

\[
\omega^2 = \omega_0^2 + (c\xi)^2.
\]  

(40)

Here \( \omega_0 \) – is the critical frequency of the waveguide mode, and \( \xi \) – is the wave propagation constant.

The similarity of the relations (39) and (40) was noticed by de Broglie [21], Feynman [22] and other scientists. The essence of the problem is that with the critical frequency \( \omega_0 \) is associated the parameter

\[
m = \frac{\hbar \omega_0}{c^2},
\]  

(41)

which has a dimension of mass, and the question arises whether this value can be interpreted as the real mass? The mass that the electromagnetic field acquires when it enters the waveguide. In the works of Rivlin, this problem has been studied in a systematic manner [23, 24].
\[ m^2 c^2 = \hbar \omega \sinh \psi \] \[ l = \frac{2\pi c}{\omega \sin \psi} \] \[ l = 2\pi \sqrt{\frac{\hbar G}{c^3}} \]

We now compare the formulas for the linear parameter (44) with the formula for the photon mass. If we exclude from these formulas the value \( \sinh \theta \), and as the mass \( m \) substitute Planck mass \( m_{\text{Pl}} \), then we get the expression

\[ \sin \theta = \frac{m_{\text{Pl}}}{c^2} \] \[ \theta = \frac{m_{\text{Pl}}}{c^2} \]

The value (46) actually coincides with the Planck length \( l_{\text{Pl}} \). Since the Planck mass \( m_{\text{Pl}} \) and the Planck length \( l_{\text{Pl}} \) are considered to be the limit values of length and mass, we will also consider the corresponding rotation angle \( \theta_{\text{Pl}} \) to be the limit value of such angle. Its value is

\[ \sin \theta_{\text{Pl}} = \frac{m_{\text{Pl}} c^2}{\hbar \omega} \]

We see that the photons of different frequencies correspond to different angles of limiting rotation \( \theta_{\text{Pl}} \). But the corresponding values \( m_{\text{Pl}} \) and \( l_{\text{Pl}} \) are the same and do not depend on the frequency \( \omega \).

Within the ESM there is another mechanism of appearing a photon mass. More precisely, not for one photon, but a group of photons. Consider two free photos on. Let them move in Minkowski space in the directions given by the unit vectors \( \vec{k}_1 \) and \( \vec{k}_2 \). Then in ESM they correspond to two 5-vector energy-momentum-mass.

\[ \left( \frac{\hbar \omega}{c}, \frac{\hbar \omega}{c}, \vec{k}_1, 0 \right) \] \[ \left( \frac{\hbar \omega}{c}, \frac{\hbar \omega}{c}, \vec{k}_2, 0 \right) \]

We emphasize that in this case we are not talking about the interaction of these photons with each other, their scattering on each other, etc. Here we are talking only about the fact that in 3-dimensional spaces there are two photons. We consider a system consisting of these photons and try to find a 5-vector that corresponds to it in the ESM. Since these photons do not interact, the energy of the system is equal to the sum of their energies.

Similarly, the momentum of the system is equal to the vector sum of their pulses. Since this is an isolated system, which is not affected by any external forces, it, according to the ideology of ESM, corresponds to the isotropic 5-energy-momentum-mass vector. This vector can be obtained by adding vectors (48) and (49) and adding a mass such that it becomes isotropic.

\[ \left( \frac{2 \hbar \omega}{c}, \frac{2 \hbar \omega}{c}, (\vec{k}_1 + \vec{k}_2), m_{1+2} c \right) = \] \[ \left( \frac{2 \hbar \omega}{c}, \frac{2 \hbar \omega}{c}, (\vec{k}_1 + \vec{k}_2), \frac{m_{1+2} c}{2} \right) \]

The mass value \( m_{1+2} \) must be such that the vector (50) is isotropic. Because

\[ | \vec{k}_1 + \vec{k}_2 |^2 = 2 + 2 (\vec{k}_1 \cdot \vec{k}_2) = \] \[ = 2 + 2 \cos \alpha = 4 \cos^2 \frac{\alpha}{2}, \]

for the mass of a system of two photons we obtain the expression

\[ m_{1+2} = 2 \frac{\hbar \omega}{c^2} \sin \frac{\alpha}{2} \]

Here \( \alpha \) is the angle between vectors \( \vec{k}_1, \vec{k}_2 \).

The isotropic 5-vector (59) now takes the form

\[ \left( \frac{2 \hbar \omega}{c}, \frac{2 \hbar \omega}{c}, \frac{\alpha}{2}, \frac{2 \hbar \omega}{c} \right) \]

The expression (52) for the mass of a system of two photons can be obtained using the formula for the mass of a system of \( n \) particles [25, 26]

\[ m^2 c^4 = \left( \sum_{i=1}^{n} \frac{E_i}{c} \right)^2 + c^2 \left( \sum_{i=1}^{n} \frac{p_i}{c} \right)^2 \]

It is with the help of the formula (54) that the expression (53) for the mass of a system of two photons was obtained in [27].

Note that the question of the moment of a system of two photons was studied in [28].

**CONCLUSION**

According to the ideology of ESM the union of electromagnetic and gravitational fields occurs due to the fact that the interaction of particles
and fields changes their mass. Including the photon, getting into the medium, or in an external field, acquires mass. At the same time, it is being localized. In the empty Minkowski space, an infinite plane wave is compared to the photon, which contains the components $\vec{E}$ and $\vec{H}$ of the electric and magnetic fields. After the photon is exposed to external action, it is localized, acquires mass and, in addition to the fields $\vec{E}$ and $\vec{H}$, it acquires additional field components: the vector field $\vec{G}$ and the scalar field $Q$.

These 10 fields form a single object, they satisfy the extended system of Maxwell equations and can transform into each other. Each of them interacts with the environment in its own way and, thanks to the presence of additional components, they can penetrate through such barriers that are inaccessible to the usual electromagnetic field. An important role is played by the fact that photons have mass, and in addition to electromagnetic interaction, there is a gravitational interaction between photons and the external environment.

The appearance of a non-zero mass in a photon and the simultaneous change mass of other particles leads to a change in the nature of their interaction. The developed formalism of ESM allows us to take into account these changes.

The ideology of ESM and the formalism developed with its help can be useful in discussing a number of other problems in physics. One of them may be the construction of gauge theories for massive fields.

Also within the framework of the ESM there is an opportunity to take a new look at the nature of wave-particle dualism. The particle located far from the detectors is distributed over a large area of space and exhibits wave properties. Flying up to the detector, it is localized, and behaves like a corpuscle. This mechanism allows us to understand the nature of nonlocality.
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1. INTRODUCTION
A new approach to describing the interaction of the electromagnetic field with a substance based on the density of energy and momentum is proposed. Known approaches for describing wave fields in matter are based on the analysis of Maxwell's equations with respect to inductions [1-4]. However in the experiment field strengths are not measured for obvious reasons. In the experiment, the wave intensity is measured, and the direction of wave propagation, the Umov-Poynting vector, is associated with the wave momentum. Compliance with experiment is achieved by calculating these characteristics through field strengths. For example, to find the reflection coefficient of a wave from a medium, it is necessary to calculate the Pointing vector component, normal with respect to the surface.

Momentum and energy (or rather, their densities) are quadratic in fields. As a result they cannot be directly represented as a superposition of the resulting field solutions. The answer is only in the final stage, when the solutions for the fields have already been received. On the one hand, this is a definite plus (it is much easier to solve linear equations than nonlinear ones). On the other hand, such a procedure makes it difficult to directly analyze the intensity distribution in a given direction of space, depending on the characteristics of the scattering object.

In this regard we can formulate the following problem statement. Describe the interaction of the field and matter by means of the energy and momentum densities in accordance with the equations of motion of the electromagnetic field.
As is known, the equations of motion of a dynamical system (the Euler-Lagrange equations) are obtained from the variational principle as a condition for the extremality of a certain action functional. This principle is valid both for mechanical systems and for fields – systems with an infinite number of degrees of freedom. In this case, the invariance of an action with respect to a certain group of coordinate transformations (external symmetries) or gauge transformations (internal symmetries) leads to covariant equations of motion and to fundamental conservation laws.

The conservation laws follow from the first theorem of Noether [5–7] which is formulated for global and local symmetry transformations of the action functional. The meaning of this theorem is as follows. If the action is invariant with respect to transformations of global symmetries that form a certain Lie group [7] then for each symmetry transformation and any solution of the Euler-Lagrange equations, the quantities called currents are saved. Keeping current means that its 4-divergence is zero. Global invariance means that the transformation parameter is independent of space-time points. In turn the integration of currents over specially selected areas of space-time gives the remaining charges corresponding to each current.

Let the action be invariant with respect to translations in space-time. Then the general expression for the current passes into the expression for the energy-momentum tensor for fields whose 4-divergence turns to zero by virtue of the first Noether theorem. It is the 4-divergence of the energy-momentum tensor that describes the electromagnetic field as a dynamic system.

Note that the first Noether theorem is formulated for infinitesimal space-time translations. The Lie group in the formulation of the first Noether theorem [6] is directly related to the continuity of space-time symmetries. This circumstance is of decisive importance in the future case of the X-ray wavelength range.

Since for an X-ray wave, the dielectric constant is a function of coordinates, the continuity of translations on atomic scales is incompatible with the condition of medium homogeneity. Only in the particular case of the crystalline medium is the invariance of the action functional ensured and only with respect to the discrete and not continuous, group of spatial translations on the Bravais lattice vectors. Thus the direct application of the first theorem of Noether to construct the energy-momentum tensor as the dynamic basis of the theory taking into account the microscopic structure of the medium, is impossible.

2. LAWS TO CHANGE THE MOMENTUM AND ENERGY OF THE FIELD

In connection with the above, a different approach is proposed, which allows us to obtain the relations of interest directly from the equations of classical macroscopic electrodynamics.

We proceed from the Maxwell equations for the field in the absence of charges and currents in the medium:

\[ \nabla \times \mathbf{E} = -\frac{1}{c} \frac{\partial \mathbf{H}}{\partial t}, \]

\[ \nabla \times \mathbf{H} = \frac{1}{c} \frac{\partial \mathbf{D}}{\partial t}. \]  

(1)

For the X-ray wavelength range the permittivity \( \varepsilon \) and hence the polarizability \( \chi \) is a function of the coordinates:

\[ \mathbf{D} = \varepsilon(\mathbf{r})\mathbf{E} = (1 + \chi(\mathbf{r}))\mathbf{E}. \]

(2)

In addition the interaction of electromagnetic waves with the medium and in other ranges can be described by the formula (2). For example artificial periodic structures – photonic crystals [8], objects of X-ray optics for soft X-rays [9] also formally correspond to (2) since the elements scattering radiation form a certain spatial structure.

In formulas (1), (2) and further standard notation is used, \( \nabla \) – Hamilton operator in some Cartesian basis \( i \), summation is performed on the mute index \( k \).

Let us give a generalization to the case of \( \varepsilon = \varepsilon(\mathbf{r}) \) of the well-known in electrodynamics of the derivation of the law of momentum variation [10]. Consider the value \( (\nabla \times \mathbf{E}) \times \mathbf{D} \) in some orthonormal cartesian basis \( i_m \):

\[ (\nabla \times \mathbf{E}) \times \mathbf{D} = \mathbf{V} \cdot (\mathbf{D} \cdot \mathbf{E}) - \frac{1}{2} \mathbf{V} \cdot (\mathbf{I} \cdot (\mathbf{D} \cdot \mathbf{E})) + \frac{E^2}{2} \nabla \varepsilon. \]

(3)

Similarly we find the value \( (\nabla \times \mathbf{H}) \times \mathbf{H} \):
\[(\nabla \times \mathbf{H}) \times \mathbf{H} = \nabla \cdot (\mathbf{HH}) - \frac{1}{2} \nabla \cdot (\mathbf{I} \cdot H^2). \quad (4)\]

In (3) and (4) the values \(\mathbf{DE} = D\mathbf{E}; \mathbf{HH} = H\mathbf{H}\), representing dyads (external products) \[11\] as well as the unit tensor \(\mathbf{I} = i_{\mathrm{m}} i_{\mathrm{m}}\). In the sequel an expression of the form \(\mathbf{a b}\) will mean the outer product of vectors \(\mathbf{a}\) and \(\mathbf{b}\). In deriving (3) and (4), it was taken into account that according to Maxwell’s equations in the absence of charges \((\nabla \cdot \mathbf{D}) = 0\) and \((\nabla \cdot \mathbf{H}) = 0\). Note that due to the invariance of the operator \(\nabla\), formulas (3) and (4) are valid in any basis.

Find the sum of (3) and (4) and, taking into account (1), after a series of transformations we get
\[\nabla \cdot \left( \mathbf{DE} + \mathbf{HH} - \frac{1}{2} \mathbf{I} \cdot (\mathbf{D} \cdot \mathbf{E} + H^2) \right) + \frac{E^2}{2} \nabla \varepsilon = \frac{1}{c} \frac{\partial}{\partial t} (\mathbf{D} \times \mathbf{H}).\]

Imagine this equation as
\[\nabla \cdot \mathbf{T} + \frac{E^2}{2} \nabla \varepsilon = \frac{\partial \mathbf{P}}{\partial t}. \quad (5)\]

The following values are entered here: Maxwell stress tensor in medium \(T\)
\[\mathbf{T} = \mathbf{DE} + \mathbf{HH} - \frac{1}{2} \mathbf{I} (\mathbf{D} \cdot \mathbf{E} + H^2) = \mathbf{DE} + \mathbf{HH} - w\mathbf{I}. \quad (6)\]

energy density
\[w = \frac{1}{2} (\mathbf{D} \cdot \mathbf{E} + H^2). \quad (7)\]

and also the bulk density of the total momentum of the field \(\mathbf{P} = \frac{1}{c} (\mathbf{D} \times \mathbf{H})\) (we will briefly call it the momentum).

As can be seen from (5) the change in the field momentum in the general case is associated not only with the Maxwell tensor \(\mathbf{T}\) but also depends on the permittivity gradient \(\nabla \varepsilon\). According to (6) taking into account (2) the tensor \(\mathbf{T}\) turns out to be symmetric.

Now from the expression \(\mathbf{H} \cdot (\nabla \times \mathbf{E}) - \mathbf{E} \cdot (\nabla \times \mathbf{H})\) and using (1) we get:
\[\nabla \cdot (\mathbf{E} \times \mathbf{H}) = \mathbf{H} \cdot (\nabla \times \mathbf{E}) - \mathbf{E} \cdot (\nabla \times \mathbf{H}) = \frac{1}{c} \frac{\partial}{\partial t} (\mathbf{H} \cdot \mathbf{H} + \mathbf{D} \cdot \mathbf{E}) = -\frac{1}{c} \frac{\partial w}{\partial t}. \quad (8)\]

Calculate the divergence \(\mathbf{P}\):
\[c (\nabla \cdot \mathbf{P}) = \varepsilon \nabla \cdot (\mathbf{E} \times \mathbf{H}) + \frac{\nabla \varepsilon}{\varepsilon} \cdot (\mathbf{D} \times \mathbf{H}).\]

From here
\[\nabla \cdot (\mathbf{E} \times \mathbf{H}) = \frac{1}{\varepsilon} (\nabla \cdot (\mathbf{D} \times \mathbf{H} - \frac{\nabla \varepsilon}{\varepsilon^2} \cdot (\mathbf{D} \times \mathbf{H}))). \quad (9)\]

Substituting (9) into (8), we have
\[\nabla \cdot \mathbf{P} = \frac{\nabla \varepsilon}{\varepsilon} \cdot \mathbf{P} = -\frac{\varepsilon}{c^2} \frac{\partial w}{\partial t}. \quad (10)\]

3. THE CANONICAL FORM OF THE MAXWELL TENSOR AND CONDITIONS FOR THE FIELDS

Equations (5) and (10) form the basic system for momentum and field energy. They generalize the laws of change of momentum and energy of the electromagnetic field in the case \(\varepsilon = \varepsilon(r)\). However, the system (5), (10) is generally unclosed with respect to \(w\) and \(\mathbf{P}\) since the tensor \(\mathbf{T}\) includes the dyads \(\mathbf{DE}\) and \(\mathbf{HH}\). In addition the change in the momentum according to (5) depends on the amplitude of the electric field through \(E^2/2\). Find out what it’s connected to and try to shut down the system.

In deriving equations (5) and (10), we used an arbitrary Cartesian basis not related to the electromagnetic field in any way. However it is obvious that the form of the Maxwell tensor \(\mathbf{T}\) depends on the choice of the basis in accordance with the transformational properties of the second rank tensor. This circumstance suggests that the dynamic nature of the tensor \(\mathbf{T}\) is associated with some selected directions in space, and these directions are determined by the vectors \(\mathbf{D}, \mathbf{H}\), and \(\mathbf{P}\). We show that this is indeed the case.

The simplest (canonical) form of the tensor \(\mathbf{T}\) is in a basis built on eigenvectors. Since the tensor \(\mathbf{T}\) is symmetric, its canonical form is a diagonal tensor.

We define the canonical form of the Maxwell tensor (6). To do this we find the eigenvalues \(\lambda\) and the eigenvectors \(\mathbf{e}\) of the tensor \(\mathbf{T}\) in the normalized basis, satisfying the well-known equation:
\[\mathbf{T} \cdot \mathbf{e}_j = \lambda \mathbf{e}_j. \quad (11)\]

The characteristic equation is
\[\det (\mathbf{T} - \lambda \mathbf{I}) = \lambda^3 + I_1 \lambda^2 - I_2 \lambda + I_3 = 0, \]
where \(I_1\) are the main invariants of the tensor \(\mathbf{T}\):
\[I_1 = \text{Tr}(\mathbf{T}), I_2 = \frac{1}{2} (\text{Tr}(\mathbf{T})^2 - \text{Tr}(\mathbf{T}^2)), I_3 = \det(\mathbf{T}).\]
Here $\text{Tr}(T)$ is the trace of the tensor $T$. From the form (6) we obtain one eigenvalue $\lambda_3 = -w$. In fact direct verification ensures that

$$T - \lambda I = \mathcal{D}E + HH - wI + wI = \mathcal{D}E + HH,$$

$$\det(\mathcal{D}E + HH) = 0.$$ 

Find the eigenvector $u_3$ corresponding $\lambda_3 = -w$. Solving (11) for $\lambda_3 = -w$, we obtain the components of the corresponding vector $u_3$:

$$u_{3i} = E_2H_3 - E_3H_2, u_{32} = E_3H_2 - E_2H_3, u_{33} = E_1H_2 - E_2H_1,$$

which form a vector $u_3 = u_3e_3 = \mathbf{E} \times \mathbf{H}$.

From here

$$e_3 = \frac{\mathbf{E} \times \mathbf{H}}{||\mathbf{E} \times \mathbf{H}||}.$$

We write $T$ in the orthonormal basis $e_i$:

$$T'_{ij} = e_i \cdot T \cdot e_j,$$

$$T'_{ij} = \begin{pmatrix} T_{11} & T_{12} & 0 \\ T_{21} & T_{22} & 0 \\ 0 & 0 & -w \end{pmatrix}. $$

Now we require that $T_{12} = T_{21} = 0$, then, obviously, $T_{11} = \lambda_1, T_{22} = \lambda_2$, and $e_{1,2}$ are eigenvectors. We get the conditions:

$$T_{12} = e_1 \cdot T' \cdot e_2 = (e_1 \cdot \mathcal{D}) (\mathbf{E} \cdot e_2) + (e_1 \cdot \mathbf{H}) (\mathbf{H} \cdot e_2) = 0,$$

$$T_{21} = e_2 \cdot T' \cdot e_1 = (e_2 \cdot \mathcal{D}) (\mathbf{E} \cdot e_1) + (e_2 \cdot \mathbf{H}) (\mathbf{H} \cdot e_1) = 0.$$ 

It follows

$$e_1 \cdot \mathcal{D} = \mathcal{D}e_1 = \mathbf{E} \cdot e_1 = 0; e_2 \cdot \mathbf{H} = H.$$ 

Then

$$T_{11} = e_1 \cdot T \cdot e_1 = DE - w = \lambda_1 = \frac{1}{2}(DE - H^2);$$

$$T_{22} = e_2 \cdot T \cdot e_2 = H^2 - w = \lambda_2 = -\lambda_1 = \frac{1}{2}(H^2 - DE).$$

And the eigenvectors are equal

$$e_1 = \frac{\mathcal{D} \cdot e_1}{D} = \frac{\mathbf{E}}{E}; e_2 = \frac{\mathbf{H}}{H}; e_3 = \frac{\mathbf{P}}{P}. \quad (12)$$

Now we require the fulfillment of the additional condition $\lambda_1 = \lambda_2 = 0$, the justification of which is given below. In this case, an additional bond $DE = H^2$ should be imposed on the fields.

Therefore, the following conditions are necessary for the tensor $T$ to describe the field:

1) Orthogonality of fields

$$\mathbf{D} \cdot \mathbf{H} = \mathbf{D} \cdot \mathbf{H} = 0, \quad (13)$$

2) Connection amplitude fields

$$DE = \varepsilon E^2 = H^2. \quad (14)$$

The existence of the connection of field amplitudes (14) as will be seen further is crucial for the construction of a closed theory. In this case, if $\varepsilon = \varepsilon(r)$ conditions (13) and (14) are realized locally. Also these conditions are for the full field. Thus we obtain a canonical form of the Maxwell tensor $T$ in the $e_1$ basis:

$$T = -w(e, e_3).$$

As can be seen the Maxwell tensor $T$ is locally determined by the energy density $w$ and the direction of momentum transfer $e_3$. Moreover, in accordance with the theorems on eigenvalues and eigenvectors of the symmetric tensor, the eigenvalues turn out to be real and the eigenvectors corresponding to these values are orthogonal.

4. RELATIVISTIC SUBSTANTIATION

To substantiate these conditions, we turn to the results of relativistic electrodynamics. We introduce the four-dimensional tensor of the field $F_{ik}$ [12] in a vacuum in the Minkowski space $R^4_{13}$. By definition, invariants of the tensor $F_{ik}$ are called the coefficients of the characteristic polynomial

$$P(\lambda) = \det(F_{ik} - \lambda g_{ik}),$$

where $g_{ik}$ is the Minkowski metric $(+, -, -, -)$.

Direct calculation leads to the following form of the characteristic polynomial:

$$P(\lambda) = -\lambda^4 + (E^2 - H^2)\lambda + (\mathbf{E} \cdot \mathbf{H})^2,$$

whence we get the well-known invariants of the field $E^2 - H^2$ and $\mathbf{E} \cdot \mathbf{H}$.

The question of reducing the skew-symmetric tensor of a field $F_{ik}$ to Lorentz transformations to the canonical form is solved by the following theorem [12].

**Theorem 1.**

1. Suppose that the invariants of the field $E^2 - H^2$ and $\mathbf{E} \cdot \mathbf{H}$ are not equal to zero.

a) If $\mathbf{E} \cdot \mathbf{H} \neq 0$, then the Lorentz transformation can reduce the tensor $F_{ik}$ to such a form that the vectors $\mathbf{E}$ and $\mathbf{H}$ are parallel and both are nonzero.

b) If $\mathbf{E} \cdot \mathbf{H} = 0$, then we can reduce the tensor $F_{ik}$ to the form that $\mathbf{E} \neq 0 \mathbf{H} = 0$ for $E^2 - H^2 > 0$ or $\mathbf{E} = 0 \mathbf{H} \neq 0$ for $E^2 - H^2 < 0$.

2. Let $E^2 - H^2 = 0$ and $\mathbf{E} \cdot \mathbf{H} = 0$. Then, after any Lorentz transformation, the vectors $\mathbf{E}$ and $\mathbf{H}$ will
be mutually perpendicular and equal in length. The tensor $F_{ik}$ can be reduced in this case to the form:

$$F_{ik} = \begin{pmatrix} 0 & E & 0 & 0 \\ -E & 0 & 0 & E \\ 0 & 0 & 0 & 0 \\ 0 & -E & 0 & 0 \end{pmatrix}.$$ 

We are interested in the second point of this theorem, since it corresponds to a special state of the field, the electromagnetic wave. It is in this case that the condition of coupling the field amplitudes and the transverse condition of the fields arise. As can be seen, condition (14) can be considered as a generalization of the classical invariant of the field $E^2 - H^2$ to the case of electrodynamics of a continuous medium.

Now we justify the condition $\lambda_1 = \lambda_2 = 0$. As is known, for the tensor of the field $F_{ik}$ with respect to the scalar Lagrangian $L_{FF}$ a symmetric four-dimensional energy-momentum tensor $T$ is constructed. The explicit form of this tensor is determined from the first theorem of Noether [7]. According to the theorem of Noether, since the action for a free electromagnetic field in Minkowski space is invariant with respect to the global action of the Poincaré group (space-time translations plus reflections) there exists a second-rank tensor, whose 4-divergence is zero:

$$\partial_k T^{ik} = 0.$$ 

This quantity, called the current, is the energy-momentum tensor:

$$T^{ik} = \frac{1}{2}(-F_{ik}F_{km} + \frac{1}{4}g_{ik}F^2)g_{km}.$$ 

Find the eigenvalues of the tensor $T^{ik}$:

$$\det(T^{ik} - \lambda\delta^{ik}) = 0.$$ 

Due to the symmetry of the tensor we obtain four pairwise coinciding eigenvalues:

$$2\lambda_1 = 2\lambda_2 = H^2 + \frac{1}{2}(E^2 + H^4 - 4(E \cdot H)^2 + 2E^2H^2)^{1/2},$$

$$2\lambda_3 = 2\lambda_4 = H^2 - \frac{1}{2}(E^2 + H^4 - 4(E \cdot H)^2 + 2E^2H^2)^{1/2}.$$ 

This shows that if the conditions $E = H, E \cdot H = 0$ are fulfilled the eigenvalues take the following form:

$$\lambda_1 = \lambda_3 = E^2 = w,$$

$$\lambda_2 = \lambda_4 = 0.$$ 

Thus, we arrive at the condition that the two eigenvalues of the energy-momentum tensor are zero. Since the Maxwell tensor is the spatial part of the energy-momentum tensor it is clear that this condition must also be satisfied for the Maxwell tensor $T$ defined by formula (6).

It should be noted that the given justifications used field and energy-momentum tensors in vacuum. The above conclusion for the Maxwell tensor is more general, since we consider the field in the substance.

5. FUNDAMENTAL EQUATIONS IN THE LOCAL BASIS

Now, taking into account (14), we can associate the field energy density with the amplitude of the electric vector:

$$w = \frac{1}{2}\left(\frac{1}{\varepsilon}D^2 + H^2\right) = \frac{E^2}{2\varepsilon}(1 + \varepsilon).$$

From here

$$\frac{E^2}{2\varepsilon} = \frac{w}{(1 + \varepsilon)}.$$ 

As a result, equation (5) takes on a compact form:

$$\nabla \cdot T + \frac{w}{\varepsilon(1 + \varepsilon)}\nabla \varepsilon = \frac{\partial P}{\partial t}. \quad (15)$$

Thus we have ensured that system (10), (15) is closed with respect to $P$ and $w$.

However such a “simplification” entails consequences. Here, as always, the general principle operates: any generalization of a theory with a reduction in the axiomatic base (“entities”) entails the inevitable complication of descriptive means in this case the mathematical apparatus. The generalization here refers to the reference to the general physical categories – energy and momentum obeying global conservation laws.

Indeed the above derivation of the basic equations shows that they are valid in the most compact (canonical) form only in a special local basis. Thus, we must consider all differential operations in an orthogonal curvilinear coordinate system defined by basis (10).

To emphasize this circumstance, we write the system (10), (15) in the following form:
\[ \nabla' \cdot T + \frac{w}{\varepsilon(1+\varepsilon)} \nabla' \varepsilon = \frac{\partial P}{\partial t} \]

\[ \nabla' \cdot P - \frac{\nabla' \varepsilon}{\varepsilon} P = -\frac{\varepsilon}{\varepsilon^2} \frac{\partial w}{\partial t}. \]

Here the stroke means differentiation in the basis (12).

System (16) with external formal simplicity cannot be directly used to calculate the momentum and field energy. In fact to solve such a problem it is necessary to have explicit expressions for the transition from the local coordinate system defined by basis (12) to the laboratory coordinate system in which the experiment is fixed. In other words, geometry remains unknown.

Now we use the condition of local orthogonality of the field and the condition of amplitude coupling. This makes it possible to establish a connection between the geometry of the field and the geometry of the experiment, which is our further goal.

The problem is divided into two stages. First, we will find expressions for the divergence and gradient in the field basis through the Cartesian basis and the additional characteristic is the local rotation of the basis. Then we calculate the explicit form of the rotation angle vector.

6. CONCLUSION OF DIFFERENTIAL OPERATIONS \( \nabla' \cdot P, \nabla' \cdot T, \nabla' \varepsilon \)

First of all it is necessary to introduce a Cartesian basis, which will correspond to the geometry of the propagation of a plane wave in a crystal as a continuum, when the response of the medium to an external action reduces to the material equation \( D = \varepsilon E = (1+\chi_0)E. \) It is natural to take this state as the initial state, in relation to which, in the process of interaction of the X-ray wave with the crystal, a local variation of the basis \( \mathbf{e}_m \) occurs. Thus, we will consider the scattering problem in a special orthonormal basis \( \mathbf{e}_m, \mathbf{e}_0, \mathbf{P}_0 \) in the continuous approximation:

\[ \mathbf{i}_1 = \frac{\mathbf{D}_0}{D_0}; \mathbf{i}_2 = \frac{\mathbf{H}_0}{H_0}; \mathbf{i}_3 = \frac{\mathbf{P}_0}{P_0}. \]

This means that all differential operators must be expressed precisely in this basis.

6.1. Calculation \( \nabla' \cdot P \)

We find \( \nabla' \cdot P \) in the basis \( \mathbf{i}_1 \). The basic idea of the calculation is as follows. From the vector \( P(\mathbf{r}) \) a second rank tensor can be constructed \( \partial P/\partial \mathbf{r} \) – a derivative with respect to the direction. By definition \( \nabla' \cdot P \) is a trace of a tensor \( \partial P/\partial \mathbf{r} \) as one of its invariants. We obtain \( \partial P/\partial \mathbf{r} \) in coordinateless form, using the so-called a Gâteaux derivative, or a weak derivative. This concept is a tool for nonlinear functional analysis, which, in particular, includes the classical calculus of variations [13, 14]. The weak derivative is defined in terms of a Gâteaux differential (a weak differential), which is introduced as the limit as \( t \to 0 \) of the mapping of one normalized space \( X \) to another \( Y \) at an increment \( x + tb \) of an element of the space \( X \).

Using the representation \( P = P^m \mathbf{e}_m^m \), we obtain:

\[ \frac{\partial P}{\partial \mathbf{r}} = P^m \frac{\partial \mathbf{e}_m}{\partial \mathbf{r}} + \left( \frac{\partial P^m}{\partial \mathbf{r}} \right) \mathbf{e}_m \mathbf{i}_m. \]

The base \( \mathbf{e}_m \) is orthogonal at each point of \( \mathbf{r} \), so it should be obtained by rotating the base \( \mathbf{i}_m \) around a certain axis at a small angle \( \varphi \). It is clear that if the polarizability \( \chi(\mathbf{r}) \) is constant, then the angle \( \varphi \) does not change. The smallness of the angle \( \varphi \) is due to the small difference between the bases \( \mathbf{e}_m \) and \( \mathbf{i}_m \) by the variable component \( \chi(\mathbf{r}) \).

Thus a key concept is introduced into the theory – the local angle of rotation of the basis \( \mathbf{e}_m \). In the case of an ideal crystal, the angle \( \varphi \) is determined by the three-dimensionally periodic polarizability \( \chi(\mathbf{r}) \) as a characteristic of the medium.

Introducing the vector \( \varphi = \varphi \mathbf{k} \), where \( \mathbf{k} \) is a unit vector along the axis of rotation, for small \( \varphi \) from the Euler theorem [14] we obtain the law of the basis transformation \( \mathbf{e}_m^m \):

\[ \mathbf{e}_m = \mathbf{i}_m + \varphi \times \mathbf{i}_m. \]

Obviously, due to the locality of the basis \( \mathbf{e}_m \), the vector \( \varphi \) is a local characteristic of the medium (field variable): \( \varphi = \varphi(\mathbf{r}). \)

Carrying out the corresponding calculations, we obtain the final expression for the momentum divergence:

\[ \nabla' \cdot P = \nabla \cdot P - \nabla \cdot (\varphi \times P). \]
6.2. Calculation $\nabla' \cdot \varepsilon$

We find the expression for the gradient $\varepsilon$. We will consider the transition from the basis $e_m$ to the basis $i_m$ as a substitute for the variable of the scalar function of the vector argument. With regard to connection

$$r' = r + \varphi \times r,$$

using the Gâteaux derivative, we find:

$$\left( \frac{\partial r'}{\partial r} \right)^T = \nabla r' = I - I + \varphi - r \times \left( \frac{\partial \varphi}{\partial r} \right)^T =$$

$$= I - I \times \varphi - r \times \nabla \varphi.$$

Here the sign $T$ means transposition.

Then the gradient of $\varepsilon$ is equal to:

$$\nabla \varepsilon = \left( I - I \times \varphi - r \times \nabla \varphi \right) \cdot \nabla' \varepsilon.$$

As a result, taking into account the smallness of $\varphi$, inverting the operator $- I \times \varphi - r \times \nabla \varphi$, we get

$$\nabla' \varepsilon = \left( I + I \times \varphi + r \times \nabla \varphi \right) \cdot \nabla \varepsilon.$$

(18)

6.3. Calculation $\nabla' \cdot T$

To calculate this we use the formula for the divergence of the dyad:

$$\nabla \cdot (uv) = (\nabla \cdot u)v + u \cdot (\nabla v),$$

as well-known vector analysis formulas. We get:

$$\nabla' \cdot T = -(\nabla w \cdot e_3) e_3 - (w \nabla \cdot e_3) e_3 -$$

$$- (w \nabla e_3) \cdot w e_3 e_3 + ((w \nabla e_3) \cdot \varphi) e_3 -$$

$$- 2 w (\nabla \cdot (\varphi \times i_3)) i_3.$$

(19)

7. The Calculation of the Rotation Vector $\Phi$

In order to explicitly take into account the locality of the basis, and therefore the dependence on $\chi(r)$ we turn to the orthogonal basis $m_j$, that is not normalized to one. We select the new normalization from the requirement that when passing to the continual approximation ($\chi(r) = \chi_0 = $ const, respectively, $\varepsilon(r) = \varepsilon_0 = $ const) the vectors $m_j$ pass into $e_j$. This takes into account the refraction of a wave in a crystal:

$$\varepsilon = 1 + \chi_0 + \chi_h \left( \frac{\exp(ihr)}{\chi_h} + \frac{\chi_h}{\chi_0} \exp(-ihr) \right) =$$

$$= \varepsilon_0 + \chi_h f(hr).$$

Then for the microscopic displacement vector $u$, we have:

$$u = (h_i - 1) \mathbf{e}_i = (h_i - 1) \left( i_i + \varphi \times i_i \right).$$

(21)

Introduction of the vector $u$ actually means using an alternative concept of describing the interaction of a field with a substance. In the usual description, we use the representation of interaction unfolding in Euclidean space with invariant metric.
characteristics. The space in this concept plays the passive role of the “container” of events.

An alternative concept gives the theory a geometric interpretation, which goes back to Einstein’s idea that the geometry of space is not given \textit{ad hoc} but is determined by the interaction in this case, the field and matter. Thus, the geometry acquires a dynamic nature [6].

In this case the response of the medium to external disturbance is considered as a local change in the geometry — a rotation of the base determined by the structural characteristics of the medium. Or otherwise the interaction changes the geometry.

Next we use the results of the linear theory of elasticity [16], in which small displacements of the medium are considered as field variables determining the symmetric deformation tensor $\varepsilon(r)$ and the antisymmetric rotation tensor $\omega(r)$. As is known any antisymmetric tensor is associated with its dual vector. In the case of $\omega(r)$ this vector is the axial vector of small rotations $\phi$. The geometric meaning of the vector $\phi$ is to rotate a neighborhood of a given point of the medium as a whole around the axis of rotation and the angle and direction of rotation coincide respectively with the length and direction of the vector $\phi$.

Based on this interpretation, the following fundamental relation is derived in the theory of elasticity which determines the rotation vector $\phi$ through the rotor of the displacement vector [16]:

$$ \phi = \frac{1}{2} \nabla \times u. \quad (22) $$

According to (22) using (21) we get:

$$ 2\phi = \nabla \times u = \nabla \times (h_j - 1)(i_i + \phi \times i_j) = \\
= \nabla (h_j - 1) \times i_i + \nabla \times ((h_j - 1)(\phi \times i_j)). $$

Or, taking into account (20) and the smallness of $\chi$:

$$ 2\phi = \frac{\chi}{2} \nabla \times (2i_i + i_j + i_j) + \\
+ \frac{\chi}{2} \nabla \times (f(2\phi \times i_i + \phi \times i_j + 2\phi \times i_j). \quad (23) $$

We look for the solution of equation (23) in the form of a series expansion in a small parameter $\chi$:

$$ \phi = \phi_0 + \chi \phi_1 + ... $$

Acting by the standard perturbation theory method, we obtain the solution in the zero approximation $\phi_0 = 0$ and the first order approximation:

$$ \phi_1 = \frac{1}{4} (\nabla \times (2i_i + i_j + i_j)). $$

Then the solution of equation (23) in the first order approximation takes the form:

$$ \phi = \frac{\nabla \chi}{4} \times (2i_i + i_j + i_j). \quad (24) $$

According to (24), the value of $\phi$ is a local measure of the deviation of the geometric characteristics of the medium with respect to the propagation of electromagnetic waves from the continual approximation.

The vector $\phi$ under the condition $\chi = \chi(hr)$ i.e. if the crystal is perfect, it retains its orientation in space and does not coincide with the basis vectors $i_i$. If it coincided with $i_1$, then $\sigma$-polarization would be realized, and if with $i_2$ — $\pi$-polarization. Consequently, with the transmission of a wave a superposition of $\sigma$- and $\pi$-polarizations is realized and this is apparently a general result. Hence the conclusion: the separation of waves by polarization when considering problems of X-ray wave scattering on a crystal is not quite correct even in the case of an ideal crystal.

Of course, the conservation of the orientation of the vector $\phi$ in space is a specific property of only an ideal crystal. In other cases say when taking into account the deformation of the crystal the vector $\phi$ will locally change its orientation in space, for example, precess around the original direction corresponding to the ideal crystal.

8. CONCLUSION OF THE BASIC EQUATION SYSTEM IN THE CARTESIAN BASIS

Linearize the fundamental system (16) by a small quantity $\chi$:

$$ \nabla' \cdot T + w \nabla \varepsilon = \frac{\partial P}{\partial t}, $$

$$ \nabla' \cdot P - \nabla \varepsilon P = -\frac{\varepsilon}{c^2} \frac{\partial w}{\partial t}. $$

Then using explicit expressions for divergences and gradient (17-19), we obtain:
These relations represent the fundamental equations of the above theory, which allow one to calculate the momentum and energy of a field when it interacts with a crystal. As in the usual dynamic theory of diffraction (say, the Takagi equations), such an interaction is parametric in nature, which means that a parametric resonance should be observed under certain geometric conditions. Of course one should expect that these conditions correspond to the Laue equation, and the resonance physically corresponds to the appearance of a diffraction wave (in terms of this theory the appearance of the corresponding component of the total momentum).

Equations (25) in contrast to the diffraction equations for fields depend parametrically not only on $\chi$, but on $\nabla \chi \sim h$. Note that the equations are linear which makes it possible to use the principle of superposition when constructing the solution.

9. CONCLUSION

Let us outline the further development of the theory as applied to the description of diffraction scattering in a crystal. The basic equations (25) obviously cannot be solved exactly therefore it is necessary to use the methods of perturbation theory. In this case, as a small parameter, as in the theory [3, 4], the Fourier component of polarizability $\chi_h$ is used which is associated with diffraction scattering. Unperturbed equations (zero approximation)

\[-(\nabla w \cdot \mathbf{i}_3)(i_3 + \Phi + i_3) - 2w(\nabla \cdot (\Phi \times \mathbf{i}_3))i_3 + \]
\[\frac{\partial P}{\partial t} + w \nabla \chi = \frac{\partial P}{\partial t},\]
\[\nabla \cdot P - \nabla \cdot (\Phi \times P) - \nabla \chi \cdot P = - \frac{1}{c^2} \frac{\partial \omega}{\partial t}.\] (25)

Then for $P_0$ and $\omega_0$, functionally invariant solutions in the form of squares of harmonic waves containing constant (non-oscillating) components should be chosen. Obviously it is these components that are fixed in the experiment. Such solutions are not harmonic therefore it is impossible to get rid of time derivatives and go to a purely spatial problem by simple substitution. Consequently, it is necessary to develop a perturbation theory for a system of partial differential equations of the type (26).

This problem is the subject of further research.
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1. INTRODUCTION (113)

It was shown, that in the general case flat space-time proved to be “cramped” to describe the continuum motion in the inertial reference frame (IRF) and the transition to the noninertial reference frame (NRF) [1]. That is connected both with the force field acting on the medium particles and with the conditions imposed on the kinematic characteristics of the continuum by means of the structure equations [2-6]. These equations connect the Riemannian-Christoffel tensor and the strain velocity tensor, rotational velocity tensor and the first curvature vectors of the world lines of the medium particles. As a result, the system provided to be overdetermined and it can not be realized in the Minkowski space. This system can be solved in considering the medium motion in the Riemannian space or in the general case in the space of metric connectivity.

However if one does not constrain on the continuum characteristics and only integrates the motion equations, for example, in a flat space-time, then no transformation of coordinates permit go beyond the scope of the flat space-time. In applying nonholonomic transform the curvature tensor obtained from the Minkowski space-time...
space in nonholonomic coordinates is identically zero. Provided that this zero tensor can be divided into two nonzero parts. One of them is expressed by the Christoffel symbols and other one depends on the moving medium characteristics [2-5].

2. DISTANCE DETERMINATION METHODS IN THE LAGRANGIAN CO-MOVING NONINERTIAL REFERENCE FRAMES IN THE SPECIAL RELATIVITY THEORY

In the Bell’s problem [7], it was shown that the string connecting identical uniformly accelerated point rockets moving with uniform acceleration in the cosmonaut system is broken. However, its length in the inertial reference frame (IRF) does not change. Solution [7] was used to calculate the motion of an electron bunch in linear colliders in constant electric field [8]. In noninertial reference frame (NRF) frozen into a bunch or a string in the Bell’s problem, the correct formula of instantaneous length does not exist. Let signature of the Minkowski space-time is (+ - - -), the Greek and Latin indices run values from 0 to 3 and from 1 to 3, respectively. Standard formula [9] for the calculation of the square element of a physical distance 

$$dL^2 = g_{00} \gamma_{\alpha\beta} L^\alpha L^\beta$$

is used incorrectly. The correct (in accordance with special relativity theory (SRT)) application of this formula on the hypersurface orthogonal to the world lines of the bunch particles that is the instantaneous physical space of co-moving medium observers results in the relation [10-12]

$$L(t) = L_0 \sqrt{1 + \alpha_0^2 t^2 / c^2} = \frac{L_0}{\sqrt{1 - v^2(t) / c^2}},$$

where the curvature of a space-like curve orthogonal to the world lines of the medium particles is neglected, at the end of speed-up in the Lagrangian co-moving NRF, results in increase of the bunch length in modern linear collider [8] in tens of thousands times. In (2) under the same conditions the bunch length increases in 1.003 times, but it does not solve the Bell’s problem in principle. The approach [14] based on the calculation of the distance along the unit vector of some instantly co-moving inertial reference frame (ICIRF) from the bunch beginning to its end, results in practical nulling of the bunch length at the end of speed-up. In the Bell’s problem provided \( \alpha_0 L_0 / c \ll 1 \) all formulae from the works above mentioned coincide.

Since many questions connected with the Bell’s problem arise, we would like to give some elementary explanations. Instead of the rockets connected with a string, let us firstly consider two non-commuted identical charged particles, which interact only with the external field (the model of charged dust widely used in physics). We place these particles in the uniform electric field, let the origin of coordinates be at the midpoint between the particles. The particle interaction can be neglected as compared with the interaction with the external field. Let the second particle is located at origin, and the first particle is located at the distance \( L \) from the second one. The particle interaction can be neglected as compared with the interaction with the external field. In the IFR we release these particles simultaneously at \( t = 0 \).

The first question is. How the distance between the particles in the initial IRF at any instant of time \( t \) will change? To answer the question it is necessary to consider the problem solution [9] for relativistic uniformly accelerated rectilinear motion with uniform acceleration in a proper (at each instant of time) reference frame. Then we calculate the displacement of both particles relatively the origin of coordinates. For the first particle at the right side of the equation, we add the \( L \) value (original Lagrangian coordinate). The second particle is placed at the origin of coordinates. Then we have the obvious equality \( x_1(t) - x_2(t) = \)
\[ x(t, L) - x(t,0) = L = \text{const.} \] Thus, the distance between the particles remains constant. So in the initial IRF there are no any Lorentz contractions. If the distance between two particles is filled with the similar ones that turns into the dust-like bar which we call the Logunov’s system [15].

It follows from the considered example that the Logunov’s system is a classical rigid one. The drawback of this system is: from the viewpoint of other IRF moving relatively the initial one \( t = \text{const} \) is not a simultaneity surface. Therefore, the Logunov’s system is not the Lorentz-covariant one.

Let us continue the consideration of two particles (we will connect the Fermi-Walker tetrad with each particle [16]). We place the massless observer on each particle, each observer will move with constant acceleration (that is that will have a fixed first curvature vector of the world line or constant acceleration \( \alpha_0 \) in the proper NRF). Physical observer space in NRF in Fermi-Walker transport will be stretched on the Fermi triads. For our particular case, when all Fermi triads in the initial time coincide with the affine triads of Minkowski space with zero initial velocity, one of the triad reference mark always will be directed perpendicularly to one of the neighboring world lines 1 or 2. The own world line corresponds to each particle in initial IRF. In this plane at \( t = \text{const} \) the distances between the neighboring world lines remain steady and equal to \( L \). However the length of perpendicular from the cross point of the line \( t = \text{const} \) with the world line of the second particle on the world line of the first one will not be kept in moving the particles as opposed to \( L \). On the basis of the property of projection operators it follows that the distance in Fermi triads in particle motion will increase. Thus, the first particle will run from the second one. The observers on the particles will see the Lorentz elongation instead of the Lorentz contraction.

It is easy to see that if one connects two particles with a thin massless glass string then the fiber will be broken due to the Lorentz elongation but not from the Lorentz contraction. Such a viewpoint is the most famous in literature [7, 8, 13], but it contradicts to the relativistic elasticity theory. The basis of the theory was developed by Pauli and Herglotz [17] in terms of the Born conception. Neither Lorentz contraction nor Lorentz elongation can cause the stress in a rigid body and break the string. Up to date this crude error exists in scientific literature for the explanation of the Bell’s problem.

In order to generalize the classical conception of the rigid motion Born introduced the definition consistent with SRT and GRT. According to the definition the continuum motion is called rigid (in the Born’s sense) if for any pair of neighboring body particles the orthogonal interval between corresponding pairs of world lines of medium particles remains constant during the motion. The difference between the classical and relativistic rigidity conditions is in the selection of spatial hypersurfaces along which distances between world lines of body particles are measured. Obviously in rigid moving hypersurfaces orthogonal to world lines in one IRF are hyperplanes orthogonal to world lines in all other IRF, that makes the Born-rigid NRF the Lorentz-covariant one as opposed to the classical rigid NRF.

According to Pauli, it is the deviation from the Born’s rigidity but not the Lorentz contraction (Lorentz elongation) that results in deformations and tensions in the body.

It turns out that the standard formula for the Lorentz elongation is wrong. In non-rigid (in the Born’s sense) motion, the spatial hypersurface orthogonal to the world lines is curved and this curvature is not taken in to account in the Lorentz elongation.

This solution is used to calculate the motion of electron bunch in linear colliders in constant electric field [10]. Thus, we got a paradoxical result. Particles being in completely identical conditions run from each other! Thus, the relativistic Logunov’s NRF results in paradox. The main drawback of the Logunov’s NRF is the absence of relativistic rigidity.

The Möller-Rindler NRF is an alternative of the Logunov NRF. The Rindler NRF is obtained from the Möller NRF [18] by simple re-designation of the Lagrangian coordinates and the transition to the dimensionless variables. The Möller NRF
advantage is: the system is a relativistic rigid (in the Born's sense) one. Its drawback is: this NRF is not a global uniformly accelerated system and it has horizon. Each particle of the Möller medium moves with the uniform acceleration, but these accelerations are not equal each other. Therefore, the designation of the Möller transform as the transform to the uniformly accelerated NRF (as it is, for example, in Fok's book [19]) is not quite correct.

Thus, both Logunov's NRF and Möller's NRF do not eliminate all SRT paradoxes. We proved the statement that the Born rigid relativistic uniformly accelerated NRF can be realized in the Riemannian space-time which in the general case is not connected with GRT [1].

3. THE CONNECTION OF THE SPACE-TIME GEOMETRY WITH CONTINUUM PROPERTIES AND FORCE FIELDS

In the Newton's mechanics and SRT a mass point has zero absolute acceleration relatively IRF when the forces applied to it are absent or their vector sum is equal to zero. In GRT this rule is not fulfilled. The mass point being at rest on the surface of the gravitating sphere in accordance with GRT has the first curvature vector (4-acceleration) different from zero. Absolute acceleration is directed along external normal to the sphere and it is equal to the Newton's free fall acceleration near the surface. The support reaction force from the sphere surface moves the body from its geodesic line having zero first curvature vector only when the support reaction is absent. According to Newton, absolute acceleration of a mass point on the sphere surface is equal to zero. For weak fields Einstein's equations coincide with the Newton's theory, however the correspondence principle is not applied to absolute accelerations.

One can judge about the force field by the motion or the rest of test particles. By definition, test particles do not interact with each other, and they interact only with external field. Let test particles are identical and represent some continuum. The 4-acceleration, the strain rate tensor and the tensor of the angular velocity are the characteristics of the continuum in four-dimensional space-time. 4-acceleration is entered into the law of motion and, at the known plane metric, the field of the 4-velocity and the main medium tensors are determined by the integration of the equation of motion. Continuum in the force field specifies some reference frame (RF). For RF with the specified properties one must know the additional conditions of the main medium tensors depending on 4-velocities and 4-accelerations. For example, the demand of the rotation absence and the Born rigidity. The number of the equations for determination of the 4-velocity becomes overdetermined and the integrability conditions must be fulfilled. They are fulfilled when both 4-velocities of the medium and the metric coefficients are sought. The integrability conditions were obtained

\[ R^\mu_{\nu\sigma\tau} V_\mu = 2 \nabla_{[\nu} \Sigma_{\sigma]\tau} + 2 \nabla_{[\nu} \Omega_{\sigma]\tau} + 2 \nabla_{[\nu} (V_\tau F^\tau_{\nu}), \]  

(4)

for which in moving continuum in four-dimensional space-time the equations are valid

\[ \nabla_\mu V_\nu = \Sigma_{\mu\nu} + \Omega_{\mu\nu} + V_\mu F^\tau_{\nu}, \]  

(5)

where \( V_\nu \) is the field of four-velocity, which satisfies the normalizing condition

\[ g_{\mu\nu} V^\mu V^\nu = 1, \]  

(6)

\( g_{\mu\nu} \) is the metric tensor in the Euler frame of reference,

\[ \Sigma_{\mu\nu} = \nabla_{(\mu} V_{\nu)} - V_{(\mu} F_{\nu)}, \]  

(7)

\[ \Omega_{\mu\nu} = \nabla_{[\mu} V_{\nu]} - V_{[\mu} F_{\nu]}, \]  

(8)

\[ F^\mu_{\nu} = V^\tau \nabla_\tau V_\nu, \]  

(9)

where \( \Sigma_{\mu\nu} \) is the strain-rate tensor, \( \Omega_{\mu\nu} \) is the tensor of angular velocity of rotation, and \( F^\mu_{\nu} \) are the first curvature vectors of the world lines of the medium particles.

One can obtain the Raychaudhuri equation [20] from the structure equation (4).

Can we repeat on their basis our NRF results? It is the technical question and does not have practical significance.

Integration of system (4-9), where \( R^\mu_{\nu\sigma\tau} \) is the curvature tensor (conventionally expressed in terms of the metric tensor), yields a solution to the problem on the space-time geometry, in which NFR with a specified structure is implemented.
Equations (4) will be referred to as structural equations for the NRF. The theorem, that the Born rigid uniformly accelerated motion is shown to be realizable in the Riemannian space, is proved [4], [21]. The structure equations are not connected with GRT but they impose additional conditions to the Einstein's equations. A theorem, according to which all static spherical symmetrical GRT solutions are compatible with the structure equations, was proven. One-dimensional solution beyond the plane infinite massive source does not exist in GRT, but the structure equation has it and it induces the metric for constant uniform static field [21].

The calculation in the Lagrangian co-moving NRF results in the metric
\[
dS^2 = \exp\left(\frac{2\alpha_0 y_1}{c^2}\right)(dy^0)^2 -(dy^1)^2 -(dy^2)^2 -(dy^3)^2, \tag{10}
\]
where the acceleration \(\alpha_0\) is directed along the \(y_1\) axis. First metric [10] was obtained in [1] and repeated in [22, 23]. One independent component of the curvature tensor calculated by metric (10) is of the form
\[
R_{0,1,0} = -\frac{a_0^2}{c^2}\exp(2a_0 y_1 / c^2). \tag{11}
\]
The components of the Ricci tensor \(R_{\beta\gamma} = g^{\alpha\gamma}R_{\alpha\beta,\gamma}\) and the scalar curvature \(R\) can be written as
\[
R_{00} = -R_{0,1,0}, R_{11} = -\frac{a_0^2}{c^2}, R_{0} = 0, R = 2\frac{a_0^2}{c^2}. \tag{12}
\]
One can directly be convinced of the uniformly accelerated NRF (12)
\[
F^1 = \frac{dV^1}{dS} = \frac{dV^1}{dS} + \Gamma^1_{00}(V^0)^2 = \frac{1}{g_{00}}\Gamma^1_{00} = -\frac{g_{11}}{2g_{00}}\frac{\partial g_{00}}{\partial y_1} = \frac{a_0}{c^2}. \tag{13}
\]
The rest of the components of 4–accelerations are equal to zero. The metric (10) can be interpreted as the equilibrium of the probe particles in any constant uniform force field. Let the identical probe charges with the identical masses are hanged up on the weightless threads at the uniform constant electric fields. It is clear from the physical consideration that the charges are at rest relatively each other (the model of charged dust) and the tensions of all threads are identical.

Two points of view are permissible.

1. The space-time is a plane one and the sum of the forces on each charge is equal to zero.

2. The space-time is a Riemannian with the plane section and the vector of 4-acceleration is constant and it is calculated in accordance with formula (13).

Investigation of electrostatics in the Riemannian space is considered in detail in [21] and the system of the solutions of the Einstein-Maxwell equations consistent with the structure equations was obtained in [24, 25].

We shall develop the second point of view in accordance with GRT.

In the Riemannian geometry, the particle fixed in the field has nonzero first curvature vector (4-acceleration), and in the Minkowski space the same particle has a straight world line with zero 4-acceleration.

From the global equivalence principle, the locking of the particles in the uniform constant force field is equivalent to their occurrence in Born’s rigid relativistic global uniformly accelerated NRF. In releasing the particles from the bonds, they begin to move at the starting IRF in the Minkowski space in the constant uniform electric field and the distance between the particles in IRF is not changed [2] as well as in NRF (10). In Bell’s problem when starting of two point-like rockets with identical constant accelerations in the astronauts’ reference frame, after the oscillation damping in the thread the world lines of the thread particles will be "parallel" to the world lines of the point-like rockets in IRF. Perfect weightless accelerometers, fixed at the weightless thread and the rockets, will show identical values. Consequently, the metric for the thread in the astronauts’ reference frame coincides with (10). In NRF, the thread length is kept as well as in IRF since the initial Eulerian coordinates coincide with the Lagrange coordinates. The thread will not be broken. The paradox arises because of the standard accepted at the moment transition from IRF to NRF.
Deduced formula (2) in SRT is correct only in the case of the standard transition from IRF to NRF.

We shall point out that the space-time is curved in the accelerated point-like rockets and the thread only in the limit of the world band. The world lines of the starting IRF particles of the Minkowski space are the straight lines parallel to the time axis and having zero first curvature vectors. From the viewpoint of any NRF, these vectors will remain zero as it is impossible to create or to zero out 4-vectors by means of the transition from NRF to IRF and conversely with the transformation of coordinates containing the time in non-linear form. Namely such transformations of coordinates are considered by the orthodox persons as the transition from IRF to NRF and conversely.

From the astronauts’ viewpoint the worlds lines of the IRF particles seem not to be parallel and the medium particles of the IRF basis move on the geodetic lines relatively NRF (10). The interval element has the form:

\[ dS = \sqrt{c^2 dt^2 - (1 - v^2/c^2)(dx^1)^2 - (dx^2)^2 - (dx^3)^2}. \] (14)

containing in an explicit form the Lorentz contractions and describing a synchronous RF in the Riemannian space-time. The velocity \( v \) of IRF basis particles relatively NRF has the form \( v = \sin(\alpha t/c) \).

4. RELATIVISTIC RIGID ROTATING NRF

Usually when considering the rotating disk one selects the rest-frame in which the cylindrical coordinates \( r, \varphi, z, t \) are introduced and passes to the rotating reference frame \( r, \varphi, z, t \) in accordance with formulae:

\[ r = r_0, \varphi = \varphi_0 + \Omega t, z = z_0, t = t_0. \]

where the rotational speed \( \Omega \) relatively \( z \) axis is considered as constant. The interval element has the form

\[ dS = \sqrt{c^2 dt^2 -(1 - v^2/c^2)(dx^1)^2 - (dx^2)^2 - (dx^3)^2}, \] (15)

The formula holds when \( \Omega r/c < 1 \). In [26-28] other velocity distributions, which restrict the linear velocity of the disk at \( r \to \infty \) with the value of velocity of light \( c \) and at \( \Omega r/c < 1 \) form \( v = \Omega r \), are discussed. However only usual distribution law \( v = \Omega r, \Omega = \text{const} \), satisfies to the stiffness criterion both the classic and the relativistic one (in Born’s sense).

Let us determine the metric of the rigid relativistic uniformly rotating NRF by means of our method supposing in the formulae the strain velocity tensor \( \Sigma_{\mu \nu} = 0 \) and demanding the constancy of the invariant characterizing the relativistic generalization of the square of the disk angular velocity \( \omega \)

\[ \Omega_{\mu \nu} \Omega^{\mu \nu} = \frac{2\omega^2}{c^2} = \text{const}. \] (16)

In the Lagrangian co-moving frame of reference connected with the rotating disk we have

\[ dS^2 = D(r)c^2 dt^2 - 2P(r)cd\varphi dt - dz^2 - r^2 d\varphi^2 - dr^2. \] (17)

\[ F^1 = \frac{1}{2D} \frac{dD}{dr}, F^2 = F^3 = F^0 = 0. \] (18)

Afterwards the cumbersome calculations we have two independent equations

\[ \frac{P}{D} \frac{dD}{dr} - \frac{dP}{dr} = -2\frac{\omega}{c} (Dr^2 + P^2)^{1/2}, \] (19)

\[ \frac{dD}{dr} = -2\frac{\omega}{c} DP(Dr^2 + P^2)^{1/2}. \] (20)

Condition (16) is equivalent to the constancy of the value of chronometrically invariant angular velocity vector [29] and the constancy of the value of the angular velocity in the co-moving tetrads [28].

The relativistic \( \omega \) and the classic angular velocity \( \Omega \) are connected by the relation

\[ \omega = \Omega \left(1 - \frac{\Omega^2 r^2 c^2}{c^2} \right)^{-1}. \] (21)

For metric (17) there is a steady-state solution applied in the whole sphere \( 0 < r < \infty \) but realized in the Riemannian space-time. The solution of the system (19), (20) in quadratures is absent. Numerical analysis showed that at \( \omega r/c << 1 \) metric (17) coincides with metric (15). Centripetal acceleration in the rotating NRF is determined with the formula

\[ a = c^2 F^1 = -\frac{\omega c P}{\sqrt{Dr^2 + P^2}}, \] (22)

which at small \( r \) passes to the classical one and at \( r \to \infty \) gives \( a = -\omega c \). The calculation of the independent nonzero components of the
curvature tensor are cumbersome, and we omit them (see [2], [3]).

After simplifications the system [24, 25] is represented in the form
\[
\frac{dv}{dx} + \frac{v}{x} (1-v^2) = (2-v^2)(1-v^2),
\]
(23)
\[
D = \exp(-2\int vdx), \quad v = \frac{U}{\sqrt{1+U^2}}, \quad U = \frac{P}{r\sqrt{D}}, \quad x = \frac{or}{c}.
\]
(24)
Physical interpretation of function \(v(x)\) means the dimensionless linear velocity of the disk. For small velocities
\[
D = \exp(-2\int vdx) = \exp(-x^2) = 1-x^2, \quad P = \frac{or^2}{c}.
\]
(25)
that is equivalent to the classic expression. It follows from the analysis of (23) that for \(x \rightarrow \infty\) the equation has the solution \(v = 1\). This solution is markedly differed from the classic rigid disk where the velocity field at infinity is indefinitely great. Apparently the diagram of the numerical solution (23) is resemble the diagram of the hyperbolic tangent or the deformed step function for \(x > 0\).

5. DISCUSSION OF THE MÖSSBAUER ROTOR EXPERIMENT

It is known [9] that on a revolving disk at all points, the clocks can not be identically synchronized.

From our point of view, this opinion is erroneous and it is investigated in detail in [6], [30], [31].

We refer to as "physical" space orthogonal to the world lines of medium particles. In rotating at the medium, the hypersurfaces orthogonal to particle world lines are absent [16, 29].

However, for subspaces it is not universally true. Let us divide the rotating thin disk into concentric thin hoops and consider particles located in one of them. World lines of this hoop particles in the Minkowski space (that is true for small velocities \(\Omega\)) form the congruence of the helical lines on the cylinder with radius \(r\) and axis \(ct\), and the congruence of space-like helical lines orthogonal to the congruence of world lines of hoop's particles will be a "physical space". This congruence is found from Pfaff's equation
\[
V_0 dx^0 + V_\varphi d\varphi = 0, \quad V_0 = g_{00} V^0, \quad V_\varphi = g_{0\varphi} V^\varphi, \quad \Omega \approx \omega, \quad \psi = \varphi + \omega t.
\]
(26)
Integrating (26), we have
\[
t(r, \psi) = \frac{or^2 \psi}{c^2}, \quad (a),
\]
\[
t(r, \varphi) = \frac{or^2 \varphi}{c^2(1-x^2)}, \quad (b),
\]
(27)
\[
x = \frac{or}{c}.
\]
In accordance with [9] "on a revolving body at all points the clocks can not be identically synchronized. So synchronizing along a closed circuit and returning to the reference point, we obtain that the time differs from the original one by the value"
\[
\Delta t = -\frac{1}{c} \int \frac{g_{02}}{g_{00}} d\varphi = \frac{1}{c^2} \int \frac{or^2}{(1-x^2)} d\varphi.
\]
(28)
We believe that the clock synchronization on the closed circuit for the rotating hoop makes sense only in a hypersurface \(t = const\). If one selects \(t = 0\) as zero readings then in all other hypersurfaces \(t = const\) the clocks in different Lagrangian points of the hoop will synchronize as any hypersurface \(t = const\) cuts off the world lines of identical length. Formula (27 b) coincides with (28) if \(\varphi = 2\pi\), but these formulae make different sense.

We point out that formula (28) can be obtained from the solution of the Pfaff’s equation in the Lagrangian co-moving RF in which the solution (27b) was obtained by integration of the Pfaff’s equation
\[
V_0 dx^0 + V_\varphi d\varphi = 0, \quad V_0 = g_{00} V^0, \quad V_\varphi = g_{0\varphi} V^\varphi, \quad V^0 = \frac{1}{\sqrt{g_{00}}}, \quad V^2 = 0, \quad dt = -\frac{1}{c} \frac{g_{02}}{g_{00}} d\varphi.
\]
(28a)
Whence from metric (15) taking into account (26) we have (27b). However, unlike (28) the contour integral is absent and it is changed by the integral in finite limits.

The time gap in (27b) corresponds to the time distance along the cylinder generatrix from the plane \(t = 0\) to the "physical" spatial similar line with \(\varphi\) number. In \(2\pi\) angle the Lagrangian point \(\varphi\) in "physical" space coincides with the world line of the hoop particle with \(\varphi\) number.

Let us solve the following model problem. We cut a thin hollow tube from the disk center to the external radius \(R_e\). We place a light source in
the disk center. The tube axis has the Lagrangian coordinate \( \varphi = 0 \), which is unchanged for all tube length. Let us define the signal frequency \( v_r \) at the tube output if the frequency of the source signal is equal to \( v_s \).

The world line of the end of the tube with radius \( R \) forms a helical line on the surface of the cylinder with radius \( R \). The cylinder axis coincides with the time line \( ct \).

From the point \( z = 0, y = 0, x = R \) coinciding with the beginning of the world line of the tube on the edge of the disk at time \( t = 0 \) there is a "physical" spatially similar line orthogonal (in the sense of pseudo-Euclidean geometry with signature \( (+ - - -) \)) to the world line of the tube end. Let at time \( t = 0 \) the source emits a very short light pulse. In some point of time \( t \), the light signal comes out of the tube end and crosses its world line. The cylinder generatrix passing through the indicated intersection point crosses the "physical" line at time \( t_2 < t_1 \). It follows from (26), (27) that per time \( t \), the end of the tube turned a corner

\[
\psi = \omega t, \quad t_2(R, \psi) = X^2 t_1, \quad X^2 = \frac{\omega^2 R^2}{c^2}. \tag{29}
\]

The time distance from the "physical" line to the world line of the hoop particle at the point of its intersection with the isotropic geodesic is

\[
t_1 - t_2 = \Delta t = (1 - X^2) t_1. \tag{30}
\]

For the light signal propagating inside the tube for a fixed Lagrangian coordinate \( \varphi = 0, z = 0, \) at \( \Omega \approx \omega \) we obtain from (15)

\[
dS^2 = 0, \quad \frac{dr}{c\sqrt{1 - x^2}} = dt, \quad \frac{dr}{dt} = c\sqrt{1 - x^2}. \tag{31}
\]

One can see from (31) that the coordinate speed of light tends to zero with increasing the distance from the center. However the "physical" speed of light is \( dr/\Delta t = c \). As we consider the nonrelativistic disk rotation then accurate within \( \omega^2 r^2/c^2 \ll 1 \) we obtain

\[
\int_0^t \frac{dr}{c\sqrt{1 - x^2}} = \int_0^{t_1} dt, \quad t_1 - t_2 = (1 - X^2) t_1 = \frac{R}{c}(1 + X^2/6). \tag{32}
\]

The proper time is

\[
\tau_1 = \sqrt{1 - X^2} t_1, \quad \tau_1 = \frac{R}{c} \left(1 + \frac{X^2}{6}\right). \tag{33}
\]

The value \( R/c = \tau \) is the time of a signal propagation from the disk center to the edge in NRF on a rotating disk. One can see from (33) that \( \tau_1 > \tau \). That means that the length of the world line of the tube end is greater than the radius \( R \).

Formula (33) in the equivalent form using IRF time can be represented as

\[
t_1 = t_1 \left(1 + \frac{2X^2}{3}\right). \tag{34}
\]

Let us carry out the following gedanken experiment to obtain the frequency change at the input \( v_0 \) and at the output \( v \) of the tube. Let the radiator in the disk center generates two flashes with the \( \delta t \) interval. The first flash is generated at \( t = 0 \) and the other one \( \delta t \) later. The second flash will reach the tube end at \( t + \delta t \) in accordance with the IRF clock and at \( t + \delta t_1 \) accordingly to the time of the rotating disk IRF where from (34) \( t_1 = 0 \). Whence we have

\[
t_1 + \delta t_1 = (t + \delta t) \left(1 + \frac{2X^2}{3}\right). \tag{35}
\]

Subtracting (34) from (35) and turning to frequencies, \( 1/\delta t = v_0, 1/\delta t_1 = v_0 \), we obtain

\[
v_r = v_0 \left(1 + \frac{2X^2}{3}\right). \tag{36}
\]

It is clear that instead of red shift we have violet one. It is caused by increasing the centrifugal inertial force for the observer inside the rotating tube. With increase of a distance from the radiator to the disk edge the centrifugal acceleration increases as \( \omega^2 r \).

Let us analyze the results obtained. The experimental setup of the Mössbauer rotor is described in detail in [32-34]. Our aim is the comparison with theoretical results [32, 33].

In deriving of formula (8) in [33] the author [32, 33] made a mistake. The reference to formula (10) from [35] is incorrect. We present formula (8) from [33] in our designations

\[
d\tau = dt \left(1 - \frac{\omega^2 r^2}{c^2}\right). \tag{[33, 8]}
\]

In accordance with [33], ([33], 8) represents increment of proper time on moving clock having the radial coordinate \( r \) for \( \omega r \ll c \). According to
standard viewpoint [9], true time $\tau$ is connected with the coordinate time $t$, for the same space point, by the relation

$$d\tau = \sqrt{g_{00}}dt.$$  \hspace{1cm} (37)

For the Langevin's rotating disk metric (15) we have

$$d\tau = dt\sqrt{1 - \frac{\omega^2r^2}{c^2}}.$$  \hspace{1cm} (38)

Relations ([33], 8) and (38) are differed by the root in (38). In deriving this formula, the author [33] refers to [35] and formula (10) in it. In our designations, the formula has the form

$$d\tau = dt - \frac{\omega^2 r}{c^2}d\phi.$$  \hspace{1cm} ([35], 10)

Formula ([33], 8) was obtained by the author from the "equality" formula

$$d\phi = \omega dt.$$  \hspace{1cm} (*)

The equality (*) is not mentioned in [33] but it is implied. We point out that ([33], 8) is unrelated to [35] where the author considers the Global Positioning System (GPS) and in calculations he keeps only the first order of smallness of $\omega r/c$ parameter, the second order is neglected but in [32, 33] it is taken into account.

Further the author [32, 33] considers the questions of radial propagation of light in NRF of a hard disk for which the increment of Lagrangian coordinates is $d\phi = d\tau = 0$. Thus, the reference of [33] to [35] is pointless. Instead of ([33], 8) the "equality" $d\tau = dt$ is obtained.

Though in [33] the formula coinciding with the Mössbauer rotor experiment was obtained [34], we consider that the theoretical results are not satisfying.

Our results also coincide with the experiment. To obtain them we used the concept of the "physical space" orthogonal to the world lines of the tube elements along which light is propagated.

6. CONCLUSION

There are some difficulties in describing extensive bodies in SRT [36]. The reason is misunderstanding of the concepts of a coordinate system and a reference frame. Beginning with the Einstein's works one connects the transition from IFR to NFR with the transformation of coordinates containing the time in non-linear form [19]. Therefore, at present in SRT the conventional definition of elementary rigid uniformly accelerated RF is absent. Fok considers that the Möller's NFR is such a system [18]. However, it is not a globally uniformly accelerated one. Each medium particle moves with a constant acceleration but these accelerations of different particles are not equal each other. In the alternative uniformly accelerated Logunov's NRF [15], all particles have identical acceleration but the relativistic Born's stiffness criterion is not fulfilled. From the starting IRF viewpoint, the Lorentz contraction between adjacent consecutive particles is absent. The Logunov's system is a classical rigid one. The enigma and difficulty of SRT is. How electrostatics describing the motion of charged dust without the initial velocity results in the violation of relativistic rigidity?

In [5, 30, 31] the theorem is proved, that in the Minkowski space the Born-rigid and relativistic uniformly accelerated translational continuum motion is absent.

If one imposes supplementary conditions for rigidity or continuum rotations, besides the continuum motion equations, these conditions “take away” the moving medium from the flat space-time.

The obtained metric of the Born rigid globally uniformly accelerated continuum is realized in the Riemannian space-time. This metric combines the Möller’s metric properties (the Born rigidity) and the Logunov’s metric properties (the global uniformly acceleration). It should be noted that the proper time obtained by Einstein [37], which was called the exact time, can be obtained from the metric (10)

$$\tau_s = \exp\left(\frac{a_0y^1}{c^2}\right)\tau,$$

where $\tau_s$ is the proper time for the given space point, $\tau$ is the universal time for the fixed Lagrangian particle. But Einstein dismissed the exact expression for the approximate (Möller) one.

Derived structure equations impose constraints connected with integrability of motion equations in SRT and GRT.
The relativistic Born rigid uniformly revolving NRF without the restriction of the radius value and having at infinity the linear velocity, which is equal to the light velocity, and finite acceleration, and realized in the Riemannian space-time, is obtained. The problem concerning clock synchronization on a rotating disk was solved contrary to the statement [9] that "on a revolving body at all points the clocks can not be identically synchronized". From our viewpoint, the derivation [9] is erroneous. In formula (28), the contour in the "physical" space is unclosed. This is obvious in dividing the rotating thin disk into concentric thin hoops and considering particles located on one of them.

World lines of this hoop’s particles in the Minkowski space form the congruence of the helical lines on the cylinder with radius \( r \) and axis \( ct \), and the congruence of space-like helical lines orthogonal to the congruence of world lines of hoop’s particles will be a "physical space".

This congruence is found from Pfaff’s equation. Each spacelike line is unclosed and formula (28) is inapplicable.

Time interval \( t(r,\phi) \) from (27b) corresponds to the time distance along the element of cylinder from the plane \( t=0 \) up to the "physical" spatially similar line \( t(r,\phi) \).

If one places identical clocks along the hoop and initially time at all clocks \( t = t_0 \), then on any hypersurface \( t = \text{const} \) lengths of world lines of all clocks will be identical, that means all clocks on the hoop are synchronized. It must be from physical considerations as clocks placed at identical distances from the hoop center are in equal terms.

The solution of Bell inequality is proposed. In SRT, the Bell’s paradox is not solved as according to the proved theorem [5, 31] in the Minkowski space conditions of relativistic rigidity and global relativistic uniform acceleration are not simultaneously satisfied.

To solve the paradox one must admit that it is impossible to realize the transition to NRF with the transformation of coordinates containing the time in non-linear form. Such transformations can not result in nonzero space-time curvature tensor. The theory explaining the Mössbauer rotor experiment was developed.
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Abstract. The reaction of radiative capture of neutron by the nucleus and the nonradiative reaction of cold fusion are based on the same resonant interference exchange interaction. The exchange interaction is manifested not only between identical particles, but also between a particle and its image - an object that has a resonant state with that particle (R-state). The wave function of a particle excites the R-state along its length. The appeared wave function of R-state overlaps and interferes with wave functions of a particle. Thereby, an exchange interaction is generated, which attracts a particle and an object with an R-state to each other. The energy of exchange interaction is an additional contribution to the total energy of overall system simultaneously for all fundamental interactions, including the strong interaction. The exchange energy caused by strong interaction increases the radiative capture cross-section of the neutron by the nucleus, forming a potential pit for it far from the nucleus, and creates a potential well on the slope of the Coulomb repulsion potential for protons or deuterons in case of their resonant interaction with the nucleus. Two protons or two deuterons trapped in such a potential well trigger nonradiative cold fusion.
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1. INTRODUCTION
Low-energy nuclear reactions [1-6] occurring in a weakly excited condensed matter are divided into two types: cold fusion (CF) reactions and low-energy transmutation reactions of chemical elements (LET or transmutation).

The reactions of CF include reactions involving hydrogen or deuterium, namely: protons or deuterons, and the nuclei of the main element, for example: palladium, zirconium, nickel, titanium, boron, lithium... These reactions can proceed spontaneously, without external influence. In solids, they occur preferably in samples that have a size of an order of several nanometers. Such a size of samples allows to create a concentration of 2-3 atoms of hydrogen or deuterium per one atom of the main element. The CF reactions can also proceed in solutions and in melts.

Transmutation reactions are realized for all chemical elements, starting with hydrogen, and occur, as a rule, with the participation of a large number of atomic nuclei. The LET reactions include both multinuclear fusion and
multinuclear fission. They occur only as a result of external influence. Transmutation reactions predominantly occur in melts, in solutions and in dense gases, i.e. on free atoms.

Some experimental similarity in the results of these types of reactions, in the case of CF reactions, is explained by the initial excitation of the condensed matter due to cold fusion reactions with a subsequent triggering of low-energy transmutation reactions. The theory of low-energy transmutation reactions proposed by the author of this article is presented in [7–11].

Below we will discuss the mechanism of cold fusion reactions.

2. FIRST CF EXPERIMENTS

On March 23, 2019, it turned 30 years since Martin Fleischman and Stanley Pons announced at a press conference that they had executed nuclear fusion at room temperature. The nuclear fusion reaction was implemented by them during the electrolysis of a solution of deuterated lithium hydroxyl in heavy water with a palladium cathode (0.1M LiOD in a solution of 99.5% D_2O + 0.5% H_2O) [12]. They reported that a significant amount of excess heat is released during electrolysis, which cannot be explained by chemical reactions. In addition, a weak neutron flux and tritium generation was detected in those experiments. Those results allowed the authors to draw a conclusion about the nuclear origin of excess heat and to assume that the following nuclear reactions take place in palladium cathode:

\[ d + d \rightarrow ^3\text{He} + n + 3.26 \text{ MeV}, \]  
\[ d + d \rightarrow t + p + 4.03 \text{ MeV}. \]  

These reactions are carried out at a low deuteron energy, therefore, thanks to journalists, this phenomenon is called Cold Fusion.

In Russia, the reaction of nuclear synthesis of helium from deuterium was carried out by Filimonenko I.S. [13] thirty years before the press conference of Fleishman M. and Pons S., as early as 1957. The synthesis took place by the electrolysis of heavy water with a palladium cathode at a temperature of \( \sim 1150^\circ \text{C} \). Unfortunately, for domestic political reasons, all research on this topic was stopped in 1968. Work was resumed in 1989-1990 after the press conference of Fleischman M. and Pons S. Three therm-emission devices with an electrical power of 12.5 kW each were recreated. However, the termination of funding for the project led to the loss of both devices and the technology itself. Filimonenko I.S. no longer returned to this work and did not share the technology on this topic.

It should be noted that, perhaps, thanks to the press conference, and not to the “boring” article, the message of Fleischman M. and Pons S. provoked a strong reaction from scientists who began to check their results all over the world. It is noteworthy that from the very beginning of their CF research, physicists and chemists did not limit themselves to electrolysis with a palladium-deuterium pair, and, due to their facilities and theoretical assumptions about the synthesis mechanism, developed new techniques.

Subsequent experiments on CF performed by other researchers showed that the ratio of the reaction leading to the production of tritium \( T \) (2) to the reaction leading to the production of helium \( ^3\text{He} \) (1) reaches values up to \( 10^9 \) [14]. At conventional thermonuclear fusion, both reactions proceed with almost the same probability. McKubre M. wrote: “The production of tritium was not only the first solid evidence for cold fusion – it was the first modern evidence of condensed matter nuclear” [15].

Soon, helium-4 was found in experiments on cold fusion involving deuterium and palladium or other metals, such as titanium, nickel and zirconium [16]. Further studies have shown that the reaction with the release of \(^4\text{He}\) is the main channel in the process of CF, and the amount of \(^4\text{He}\) strictly correlates with the amount of excess heat in the reaction:

\[ d + d \rightarrow ^4\text{He} + 23.8 \text{ MeV} \] (crystal lattice).
“Mil’s results [16], reported at ICCF-2 in 1991 in Como, Italy, were stunning. When excess heat was present in the electrochemical experiment, helium-4 appeared approximately commensurately in the evolved electrolysis gas. When excess heat was not present, neither was helium-4. Finally, we had a product that made sense thermodynamically and explained the absence of radiation” — stated McKubre M. [15].

In thermonuclear fusion involving two deuterons, the reaction with the release of $^4$He is known, but a high-energy gamma quantum is always emitted:

$$d + d \rightarrow ^4\text{He} + \gamma + 23.8\text{ MeV}.$$ \hfill (4)

The reaction (4) proceeds at a level of $\sim 10^{-7}$ from the main channels: (1) and (2). No high-energy gamma quanta were detected in the CF reaction (3).

Note that the replacement of deuterium with hydrogen did not lead, in many experiments, to the appearance of neither excess heat nor the appearance of synthesis products. I.e., no assumed reaction: $p + p \rightarrow d + e^+ + \nu_e + 0.42\text{ MeV}$, other things being equal, was observed.

In [17], “extraneous” chemical elements were produced with a glow discharge in deuterium or hydrogen plasma with a palladium cathode, with predominant synthesis in the case with deuterium. The presence of “extraneous” elements can be explained, as mentioned above, by the initial activation of the cathode surface, due to the reactions of cold fusion followed by the launch of low-energy transmutation reactions.

It should also be recalled that in 1992 F. Piantelli discovered an anomalously high heat release when nickel Ni was saturated with hydrogen H$_2$ [18, 19]. Subsequently, those experiments formed the basis of technologies for the production of excess heat produced installations of A. Rossi [20].

3. PARTICIPANTS OF CF REACTIONS

Obviously, the reaction (3) cannot take place for kinematic reasons. For this reaction to become possible at least one more participant of reaction “Y” must be available, with which $^4$He can share energy of 23.8 MeV. I.e., reactions (5) or (6) should occur:

$$d + d \rightarrow ^4\text{He} + Y + 23.8\text{MeV}, \quad (5)$$

$$d + d + Y \rightarrow ^4\text{He} + Y + 23.8\text{MeV}. \quad (6)$$

Let us formulate the requirements for this “Y” participant. First, to get its share of energy, it must be “strongly” coupled to the $^4$He nucleus. The “Y” participant must create a potential well with a depth of several MeV for deuterons or with deuterons. Secondly, it must be a heavy, highly ionizing particle, so that when passing through a condensed medium at a short distance from the place where the reaction proceeds, it was able to lose all energy derived from the processes (5, 6). The “Y” participant should not fly out of reaction chamber; otherwise it would have been registered by external detectors.

Let us list all possible candidates for the role of “Y” participant: $a)$ atomic electrons; $b)$ crystal lattice – as a whole; $c)$ an unknown particle born during the reaction; $d)$ a neutral, heavy particle with a mass comparable to proton mass constantly present in a medium and which is manifested in CF reactions only; $e)$ a nuclear molecule, which consists of several deuterons ($\geq 3$); $f)$ atomic nucleus.

$a)$ It was shown in [21] that in nuclear fusion reactions occurring in a crystalline solid, the solid-state processes of internal conversion involving both individual electrons and the entire crystal lattice should be taken into account. However, it is impossible to fully explain the course of reaction (3) by the processes of internal conversion due to the inhibition in the redistribution of the released energy due to electromagnetic interaction between $^4$He and electrons of the crystal lattice only.

$b)$ The energy released as a result of CF reaction (3) is so great that the effect of receiving at least part of the energy by the entire crystal lattice, similar to the Mössbauer effect, is impossible.
The birth of an unknown, heavy, hadronic particle in a weakly excited condensed medium is not possible for energy reason.

The participation of hypothetical neutral or charged heavy hadrons, free or weakly bound to atomic nuclei, at low concentrations in the substance ($10^{-14}$ per nucleon) as mediators in CF reactions [22] cannot explain the high intensity of CF reactions. In case of their high concentration in the substance, they would have been found long ago in conventional nuclear reactions.

To create a nuclear molecule, which consists of several deuterons, a potential well of several MeV in a solid should be formed. The deuterons themselves are unable to form such a potential well, despite the fact that deuterons are bosons.

Thus, the only candidate remaining from the list of possible CF reactions to the role of “Y” is the atomic nucleus.

It was noted that the intensity of CF reactions and, accordingly, the $^4$He yield increases with increasing number of deuterium atoms per atom of the main element. This increase is achieved by using metal clusters of a size of several nanometers [23]. The nanoscale metallic cluster has additional electronic energy levels common to all atoms of the cluster. In a solid metal, this is an extended, linear conduction zone. In a cluster, these are separate electronic levels. At absorption of $D_2$ (deuterium)- or $H_2$ (hydrogen)- molecules by a cluster, the latter dissociate. And the formed $D_-$, $H$-atoms lose their electrons, which fill the cluster electronic levels. Thus, in the cluster volume, d deuterons and p protons are present in the form of a “gas”. They “freely” move in the whole cluster space: they penetrate into the electron shell of main element atom, come close to its nucleus and interact with it and with similar deuterons or protons. The more electrons can be located at cluster levels, the higher is the concentration of protons or deuterons per one atom of main element in the cluster. The concentration of deuterons or protons can reach 300% (three d or p nuclei per cluster atom) in a wide pressure range with cluster sizes of ~5 nm (50Å) (Fig. 1) [24]. It is important to prevent clusters from sticking together, which leads to the elimination of additional electronic levels. This can be achieved by adding an insulating composite to the cluster powder of main element, for example, ZrO$_2$ cluster powder.

It is curious that nanoclusters of a 6-7 nm size are formed near metal surfaces, simply as a result of heating the sample to a temperature of 300-400°C [25]! Such nanoclusters levitate over a metal surface! If CF reactions occur in the volume of nanoclusters formed by any method, then as a result of the bombardment of metal surface by reaction products, it is locally heated, and both additional local defects and new nanoclusters are produced on it. Emerged “hot” defects and nanoclusters can become centers for the formation of solid structures and the synthesis of “extraneous” chemical elements in low-energy nuclear transmutation reactions [17, 20, 26].

4. ON POTENTIAL WELL AND COULOMB BARRIER

Since all the above d + d reactions proceed at low energy of deuterons, one of the main problems
of cold fusion is the problem of overcoming the Coulomb barrier by deuterons during their fusion. The reaction (3) is more probable than reaction (2), and reaction (2) is more probable than reaction (1): \( W(3) > W(2) > W(1) \). The energies released as a result of these reactions are in the same relation: \( 23.8 \text{MeV} > 4.03 \text{MeV} > 3.26 \text{MeV} \). A natural solution to the problem of overcoming the Coulomb barrier and the ratio observed in reaction probabilities would be the fact that a potential well of sufficient depth exists in a condensed matter so that two deuterons or two protons can get into it and stay in it before fusion. Inside such a potential well, protons or deuterons will occupy the same energy state, with minimal potential energy.

Since reactions (1) and (2) proceed through the compound nucleus \(^4\text{He}, (d + d \rightarrow ^4\text{He} \rightarrow ^3\text{He} + n + 3.26 \text{MeV} \) and \( d + d \rightarrow ^4\text{He} \rightarrow t + p + 4.03 \text{MeV} \)), the CF process can be considered, in the first approximation, as the process of a certain alpha decay. First of all, deuterons must get into a potential well. The probability of this process is proportional to the probability of one deuteron to get in a potential well and is proportional to the number of deuterons per one atom of main element. Inside the potential well, two deuterons merge to create an \( \alpha \)-particle \( (^4\text{He}) \). Further, the formed \(^4\text{He} \) nucleus tunnels through the potential barrier with decay over channels: (1) \( \rightarrow ^3\text{He} + n \), (2) \( \rightarrow t + p \) or (6) \( \rightarrow ^4\text{He} \) (Fig. 2). The probability of \( \alpha \)-particle tunneling through the barrier is known to be proportional to the transparency coefficient \( D \):

\[
D = \exp \left( -\frac{2}{h} \sqrt{2m(U_b - E)} \right),
\]

where \( m \) is the mass of \( \alpha \)-particle, \( U_b \) is barrier height, \( E \) is the kinetic energy of \( \alpha \)-particle, which approximately can be considered equal to the decay energy of \(^4\text{He} \). Since the reaction energy \( d + d \rightarrow t + p + 4.03 \text{MeV} \) is greater by 0.77 MeV than reaction energy \( d + d \rightarrow ^3\text{He} + n + 3.26 \text{MeV} \), the probability of its realization is also greater. The probabilities ratio of these reactions may be several orders of magnitude. For example, the tellurium isotope Te-106 decays by emitting an \( \alpha \)-particle with an energy of \( E_\alpha = 4.16 \text{MeV} \) and a half life of \( T_{1/2} = 0.07 \text{ms} \), and the isotope Te-108 emits an \( \alpha \)-particle with \( E_\alpha = 3.32 \text{MeV} \) and with \( T_{1/2} = 3.15 \text{s} \) (decay time over \( \alpha \)-channel). Thus, the probability ratio of \( \alpha \)-decays for two tellurium isotopes with energy difference \( \Delta E = 0.84 \text{MeV} \) is four and a half orders of magnitude.

Therefore, if the barrier height \( U_b \) is greater than 3.26 MeV, then the reaction \( d + d \rightarrow t + p + 4.03 \text{MeV} \) prevails over the reaction \( d + d \rightarrow ^3\text{He} + n + 3.26 \). And the reaction \( d + d \rightarrow ^4\text{He} + \text{“Y”} + 23.8 \text{MeV} \) becomes dominant, firstly, due to the huge energy release and, secondly, due to the absence of further decay of \(^4\text{He} \) compound nucleus (Fig. 2).

However, the crystalline lattice of a solid does not create potential well of such depth. Such a well is formed as a result of resonant interference exchange interaction of the atomic nucleus with deuteron or proton.

5. INTERACTION OF THERMAL NEUTRONS WITH NUCLEI

Rukhadze A.A. and Grachev V.I. wrote in the article: “LENR in Russia” [27]: “From the first steps of nuclear physics, its development has been largely, in General, in two directions – of high- and low-energetic. E. Rutherford (1871-1937), the
“father” of nuclear physics who discovered (1919) artificial “transmutation of elements” – nuclei (\(^{14}\text{N} + \alpha \rightarrow ^{17}\text{O} + ^{1}\text{H}\)), by fast alpha particles, have interpreted this “modern alchemy” as the area of high-energy processes, which opening the era of nuclear power. Available by the time the works on nuclear transmutations of stable isotopes in natural conditions, and primarily the receipt by the american chemists K. Irion and J. Wendt (1922) [28, 29], of helium in alpha-decay of tungsten, induced of electric explosion, Rutherford declared as error. After such a statement by E.Rutherford, the low-energy trend faded away and “cold” nuclear transmutation became “pseudoscience” for many years.”

However, the low-energy processes, of course, could not disappear nowhere, they simply “disguised” themselves as high-energy processes. One such world-famous process that laid the foundation for creating an entire industry is the process of resonant absorption of a thermal neutron by atomic nucleus.

Such phenomena as resonant radiation capture of neutron by nucleus and nuclear fission by a thermal neutron are widely known. As a result of the radiation neutron capture, an energy of ~8 MeV is released in the reaction. In this case, several gamma quanta are emitted with an average energy of ~2 MeV. In these reactions, radioactive isotopes are often formed, experiencing β\(^-\) decay. In the process of fission of heavy nuclei by thermal neutrons, prompt gamma quanta, neutrons are emitted, and two radioactive fragments are formed. The energy released in the process of nuclear fission, for example: \(^{235}\text{U} + n\), is ~200 MeV, and its fission cross-section by a thermal neutron is 586 barn.

Both of these processes with thermal neutrons are high-energy processes on the output channel. Perhaps that is why there is no comparison of reactions of cold nuclear fusion with reactions of radiative capture of a thermal neutron and, especially, with nuclear fission in the scientific LENR-literature. However, the ideology associated with the screening of a proton by an electron: the “transformation” of a proton into a neutron is present in theoretical models of the CF [30, 31].

In the input channel, both reactions with thermal neutrons are low-energy reactions. And the fission of a nucleus by a thermal neutron can be called, just right, a “cold” nuclear fission. Indeed, all three processes: radiation neutron capture, and “cold” nuclear fission, and cold fusion are low-energy processes in the input channel, but high-energy processes in the output channel. The only difference is that in the first two cases a thermal neutron participates in the input channel, and either a thermal proton or thermal deuteron participates in the third case.

The process of radiative capture of a slow neutron with the formation of a compound nucleus has a pronounced resonant character when the neutron energy is close to one of the values, corresponding to quasistationary state of the compound system: the neutron plus the target nucleus [32]. The energy level of neutron resonance R-state is characterized by the energy width \(\Gamma\), which is inversely proportional to its lifetime \(\tau = \hbar/\Gamma\). The level widths of compound nuclei at excitation energies close to the neutron binding energy are usually small compared with the distances between them. The full width of the level \(\Gamma\) consists of two parts: the radiation width \(\Gamma_{\gamma}\) and the neutron width \(\Gamma_{n}\). The radiation width corresponding to slow neutron capture is \(\Gamma_{\gamma} \approx 0.1\) eV. The neutron width \(\Gamma_{n}\) at low neutron energies is proportional to its speed and can be much smaller than the radiation width. Thus, the full width of nuclear levels \(\Gamma = \Gamma_{\gamma} + \Gamma_{n}\) at excitation energies close to neutron binding energy has the order \(\Gamma \approx 0.1\) eV. The distances between levels, as shown by numerous experimental data, have values of ~10 eV.

To characterize radiation capture, the dependence of neutron absorption cross-section on its energy \(\sigma(E)\) is usually used. The effective capture cross-section of a slow neutron in the presence of a single resonance level, which corresponds to the resonant energy value \(E_{\gamma}\) and of the width \(\Gamma_{\gamma}\), is described by the Breit-Wigner formula:
\[\sigma = g\pi\lambda_0^2 \frac{\Gamma_\gamma\Gamma_\gamma}{(E - E_0)^2 + \Gamma^2},\]

where \(g = \frac{2j + 1}{2(j + 1)}\), \(i\) – nuclear spin, \(j = i \pm 1/2\) – compound nuclear moment, \(\lambda_0\) – neutron wavelength in accordance with energy \(E_0\), \(\lambda\) – neutron wavelength \(\lambda = h/m_\nu v, m_\nu, v\) – neutron mass and speed. The peak value of capture cross-section at neutron energy \(E = E_0\) is equal to

\[
\sigma_0(E_0) = \lambda_0^2 \left[ g\pi \frac{\Gamma_\gamma\Gamma_\gamma}{(E - E_0)^2 + \Gamma^2} \right].
\]

Experiments on resonant capture of thermal neutrons show that at energies slightly higher than the neutron binding energy, the number of \(R\)-levels is significant, and the distances between them become much less than 1 eV. As is known, the majority of isotopes in the region of thermal energy of neutrons show noticeable cross-sections of their capture. There are isotopes, which cross-sections are equal to tens to hundreds of thousands of barn. If these cross-sections \(\sigma\) are reduced to potential interaction radii \(R_{\nucl}\) (\(\sigma = 4\pi R_{\nucl}^2\)), then it turns out that the radii \(R_{\nucl}\) are also thousands or hundreds of thousands times greater than the isotope nuclei radii \(R_{\nucl}\) (see Table). Such increased values of cross-sections are connected with a large number of closely spaced, resonant \(R\)-levels and are explained by resonant interference exchange interaction (RIEX-interaction).

### 6. REX-INTERACTION OF NEUTRONS WITH NUCLEI

This article argues that exchange interaction takes place both between identical particles and between a particle and a resonant \(R\)-state.

**Neutrons trapped in any medium and interacting with its nuclei are finally thermalized, acquire the temperature of that medium. At room temperature \(T = 300\text{K}\), the average neutron energy is \(E = 0.025\text{ eV}\), and the neutron de Broglie wavelength is \(\lambda_n = h/m_\nu v \approx 2 \cdot 10^5\text{ fm}\). Since neutrons have no charge, they move freely in the medium, representing a neutron “gas”. If a compound nucleus has a resonance state with a neutron, then it begins to interact resonantly with that \(R\)-state.**

The resonant \(R\)-state present in the nucleus is a certain analog of the neutron, its “image”. This “image” is “identical” to neutron. The “image” becomes real when the neutron excites the \(R\)-state at its wavelength (Fig. 3). Thus, the neutron is simultaneously in two states: in its own state \(\psi_n(n)\) and partially in the \(R\)-state \(\psi_n(R)\). Accordingly, the \(R\)-state is also in two states: in its own state \(\psi_R(R)\) and partially in the neutron state \(\psi_n(R)\). The appeared \(R\)-state wave function overlaps and interferes with the neutron wave function. Thus, a resonant interference exchange interaction is generated.

As is well known, there is an exchange interaction in quantum physics between identical particles, which is characterized by exchange energy [33]. The more wave functions of identical particles overlap, the greater is the exchange energy value. The exchange interaction between

<table>
<thead>
<tr>
<th>Isotope</th>
<th>(\sigma), barn</th>
<th>(R_{\nucl}), fm</th>
<th>(R_{\nucl}), fm</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{6}\text{Li})</td>
<td>940</td>
<td>2.4</td>
<td>1.2 \cdot 10^4</td>
</tr>
<tr>
<td>(^{10}\text{B})</td>
<td>3840</td>
<td>2.8</td>
<td>2.5 \cdot 10^4</td>
</tr>
<tr>
<td>(^{60}\text{Ni})</td>
<td>1.49</td>
<td>5.2</td>
<td>340</td>
</tr>
<tr>
<td>(^{111}\text{Cd})</td>
<td>2.06 \cdot 10^4</td>
<td>6.3</td>
<td>4.1 \cdot 10^4</td>
</tr>
<tr>
<td>(^{133}\text{Xe})</td>
<td>2.65 \cdot 10^4</td>
<td>6.7</td>
<td>4.6 \cdot 10^4</td>
</tr>
<tr>
<td>(^{152}\text{Gd})</td>
<td>2.54 \cdot 10^4</td>
<td>7.0</td>
<td>1.4 \cdot 10^4</td>
</tr>
<tr>
<td>(^{235}\text{U})</td>
<td>586</td>
<td>9.3</td>
<td>6.8 \cdot 10^3</td>
</tr>
</tbody>
</table>

**Fig. 3.** The wave function of the \(R\)-state depending on the distance to the neutron.
identical particles can have a different character: to have either attraction potential or repulsion potential. Since the exchange interaction energy is an additional contribution to the total energy of overall system, this contribution can be both negative and positive. So, this contribution is positive in a parahelium atom, in which electron spins are antiparallel, - electrons repel each other, and this contribution is negative in an orthohelium atom with parallel spins of electrons - electrons attract each other. When two hydrogen atoms interact, on the contrary, hydrogen atoms with parallel electron spins repel each other, and they attract each other with antiparallel electron spins. Such a difference is explained by the fact that, in the helium atom, the exchange integral of two electrons has a positive value, and for two hydrogen atoms the exchange integral of their electrons has a negative value. The latter is associated with the Coulomb interaction of electrons not only among themselves, but also with the protons of neighboring hydrogen atoms [34].

The exchange energy of electrons is caused by their electromagnetic interaction. But the neutron is a neutral particle. However, the exchange energy is an additional contribution to the total energy of the system at the same time for all fundamental interactions, and not only for the electromagnetic interaction. The first correction to the system energy $\Delta E^{(1)}$ is calculated in the perturbation theory by means of equation (8). All fundamental interactions always and simultaneously stand in the perturbing potential of interacting particles, including identical particles or other “identical objects”: strong interaction $F$; electromagnetic interaction EM, weak interaction $W'$ and gravitational interaction $G$.

$$\Delta E^{(1)} = \frac{\int \psi^* (A, B) [F, EM, W', G] \psi(A, B) dV_A dV_B}{\int \psi^* (A, B) \psi (A, B) dV_A dV_B}$$

(8)

where $\psi (A, B) = [\psi^* A \psi^* B] \{S_A S_B\}$ is full wave function of two resonant interacting, “identical objects” $A$ and $B$, which consists of spacial $[\psi^* A \psi^* B]$ and spin $\{S_A S_B\}$ parts. $dV_A = dx_A dy_A dz_A$, $dV_B = dx_B dy_B dz_B$ is elementary spatial volume for objects $A$ and $B$. The denominator has normalizing integral.

The spatial region of exchange interaction for all fundamental potentials is determined by the lengths of wave functions of any resonantly interacting “identical objects” $A$ and $B$, since then they are simultaneously in two states: proper state $\psi_a (A, B)$ and identical state $\psi_b (A, B)$. The proper part $\psi_a (A, B)$ interacts in its place $a$ with the identical part $\psi_a (B)$, and the proper part $\psi_b (B)$ interacts in its place $b$ with $\psi_b (A)$. Thus, due to the resonant interference exchange interaction, the short-range strong and local weak interactions become “long-range” interactions.

For interacting neutron and R-state, their full wave function $\psi(n, R) = [\psi^* n \psi^* R] \{S_n S_R\}$ and the potential making the main contribution to the exchange energy is the strong interaction $F$:

$$\Delta E^{(1)}_{nR} = \frac{\int \psi^* (n, R) [F] \psi(n, R) dV_n dV_R}{\int \psi^* (n, R) \psi(n, R) dV_n dV_R}.$$  

(9)

Since the total wave function of two fermions should be an antisymmetric function, either the spatial wave function $[\psi^* n \psi^* R]$ should be antisymmetric and the spin wave function $\{S_n S_R\}$ symmetric (10a,b,c), or vice versa (10d). Thus, for neutron and R-state, the following combinations are acceptable:

$$[\psi_a (n) \psi_R (R) - \psi_R (R) \psi_a (n)] \{S^+ (n) S^+ (R)\},  \quad (10a)$$

$$[\psi_a (n) \psi_R (R) - \psi_R (R) \psi_a (n)] \{S^+ (n) S^+ (R)\},  \quad (10b)$$

$$[\psi_a (n) \psi_R (R) - \psi_R (R) \psi_a (n)] \times \{S^+ (n) S^+ (R)\},  \quad (10c)$$

$$[\psi_a (n) \psi_R (R) + \psi_R (R) \psi_a (n)] \times \{S^+ (n) S^+ (R)\}.  \quad (10d)$$

The energy of a strong perturbation $F$ depends on spin variables. However, suppose that the perturbation $F$ does not change the orientation of neutron spin and R-state. Therefore, when averaging the spin wave functions in the numerator and the denominator (9), the same factors appear, which are reduced.
As a result, \( \psi(n,R) \) corresponds to the parts of wave functions (10), depending on coordinates \( \psi(n,R) = [\psi^y_n \psi^x_n] \) only. Then:

\[
[\psi^y_n \psi^x_n] = [\psi^y_n \psi^x_n(R)] + [\psi^y_n(R) \psi^x_n(n)] + \pm [\psi^y_n(n) \psi^x_n(R)] + [\psi^y_n(R) \psi^x_n(n)] + [\psi^y_n(n) \psi^x_n(R)]
\]

(11)

The function integral in square brackets is the exchange integral. The plus sign in front of the square bracket in equation (11) corresponds to the symmetric coordinate wave function (10a), the minus sign corresponds to antisymmetric wave function in (10a,b,c).

The integrals of the first two terms (11) characterize the strong interaction \( F \) at a distance exceeding its action between neutron and R-state, as well as between the part of neutron in R-state and part of R-state in the neutron. Therefore, these integrals are equal to zero.

\[
\int [\psi^y_n(n)]^2 F |\psi^x_n(R)|^2 dV_R dV_R = 0,
\]

\[
\int [\psi^y_n(n)]^2 F |\psi^x_n(n)|^2 dV_R = 0.
\]

Thus, we can consider that in the numerator (9) for strong interaction:

\[
[\psi^y_n \psi^x_n] = [\pm [\psi^y_n(n) \psi^x_n(R) \psi^x_n(n) \psi^x_n(R)] + [\psi^y_n(R) \psi^x_n(n) \psi^x_n(n) \psi^x_n(R)]
\]

(12)

Potential \( F \) is negative. The exchange integral in this case also has a negative value. Therefore, a neutron (spin \( s = 1/2 \)) and a nucleus with R-state are attracted to each other when their spatial wave function is symmetric (plus in front of square bracket in (12)) and their spins are antiparallel.

The intensity of neutron excited R-state, and, consequently, the amplitude of its wave function \( \psi_R(r) \) is determined by the amplitude of the neutron wave function \( \psi_n(r) \) in the region of nucleus at a distance \( r \) from it (Fig. 3) and is proportional to some coefficient \( K: \psi_R(r) = K \psi_n(r) \) or \( \psi_R(R) = K \psi_n(n) \).

As the neutron approaches the nucleus, the intensity of the R-state will increase. The overlap of the neutron wave functions and the R-state \( \psi_n(r) \psi_R(r) = K |\psi_n(r)|^2 \) will increase. It can be seen that the overlap increases in proportion to the neutron density \( |\psi_n(r)|^2 \) at a distance \( r \) from nucleus.

The value of coefficient \( K \) depends on the affinity of R-state with neutron. This affinity is determined, in addition to the coincidence of their energy, by coincidence of their spins, parities. The value of coefficient \( K \) also depends on the oscillator strength of R-state. Thus, the coefficient \( K \) depends on the properties of a particular isotope with which the neutron interacts. For two neutrons and two protons in identical states, the coefficient \( K \) equals to one \( K = 1 \). Due to the charge independence of the strong interaction, \( K = 1 \) for neutron-proton pair and for deuteron. For interacting neutron and R-state, the coefficient \( K \) for most isotopes will generally be less than one \( K < 1 \). It can be greater than one \( K > 1 \), in case when the R-state has a collective nature.

The wave function of R-state \( \psi_R(r) \equiv \psi_R(R) \) will be present in the neutron state \( \psi_n(R) \) with the same coefficient \( K: \psi_n(R) = K \psi_R(R) = K^2 \psi_n(n), \ \psi_R(R) \equiv \psi_R(n) \).

The overlap of their wave functions, \( \psi_n(r) \psi_R(r) = \psi_n(r) \psi_R(n) = K^3 |\psi_n(r)|^2 = K^3 |\psi_R(n)|^2 \), and it also increases in proportion to the neutron density \( |\psi_n(r)|^2 \) at a distance \( r \) from the nucleus. Consequently, the integral of (12) and the energy of the exchange interaction \( \Delta E_{\text{ex}}(r) \) (9) are written:

\[
\Delta E_{\text{ex}}(r) \sim 2 \int [\psi_n(r)]^2 F |\psi_R(n)|^2 K^3 d^3V_n \]

(13)

As strong interaction is a short-range interaction, the integral (13) is important only in a volume of nucleus \( V_n \) whose diameter is equal to \( \Theta A \). Therefore, the action magnitude of \( F \) in the exchange interaction of neutron with R-state on the entire interval \( L \) - from the start of this interaction to the nucleus, will be considered constant: \( F_R = \text{const} \). I.e., \( F_R \) does not depend on the distance \( r \) between the neutron and the nucleus. The gap \( L \) is related to neutron wavelength as \( L \sim K^3 \lambda_n \).
Since \( \psi_n(r) \gg OA \), than \( \psi_n(r) = \text{const} \) in a volume equal \( V_f \). It follows from (13) that exchange interaction energy \( \Delta E^{(4)}(r) \) is proportional to squared neutron density in the region of nucleus \( |\psi_n(r)|^2 \) when the neutron is located at a distance \( r \) to it.

\[
\Delta E^{(4)}_{nn}(r) \sim 2K^4 \int_{V_f} \left| \psi_n(r) \right|^2 F_K \left| \psi_n(r) \right|^2 dV_n, \\
\Delta E^{(4)}_{nk}(r) \sim 2F_K K^4 \left| \psi_n(r) \right|^4 \int_{V_f} d^2V_n. \\
\tag{14}
\]

The integral in (14) is squared nuclear volume. It is proportional to squared mass number of the nucleus \( \sim qM \). Let's introduce the notation \( U \), which includes \( 2F_K, q, \) and the normalization integral (9).

\[
\Delta E^{(4)}_{nk}(r) = UK^4M^2 \left| \psi_n(r) \right|^4.
\]

Let's estimate the value of \( U \), which characterizes the potential of strong interaction. In the theory of a deuteron, at nuclear potential well radius of 1.45-1.7 \( \text{fm} \), the well depth is 50-35 MeV. This value characterizes the potential of a neutron-proton strong interaction. In the deuteron, the neutron density is \( |\psi_n(r)|^2 = 1 \), the coefficient \( K = 1 \), and \( M^2 = 4 \). Then \( U = 9-12 \text{MeV} \).

When a neutron interacts with R-state, its wave function is transformed from a plane wave into a bound state wave function. The orbital moment of a thermal neutron interacting with nucleus is \( \ell = 0 \). Therefore, we represent the neutron wave function \( \psi_n(r) \) in the form of radial part of the \( S \)-wave function of electron located on orbital with radius \( a_0 \), which rotates around a nucleus with quantum numbers \( n = 1 \) and \( \ell = 0 \). The density distribution of such an electron in the radial direction is characterized by function \( P(r) = C(r^2 \exp(-2r/a_0)) \), where \( C \) is normalization constant, \( a_0 \) is electron orbital radius [34]. The red line in Fig. 4 represents, in relative units, the values of the function from nucleus to \( a_0 \) (500 \( \text{fm} \)); the green line gives the neutron density in the region of nucleus when neutron is at a distance \( r \) from nucleus: \( |\psi_n(r)|^2 = P(a_0 - r) \) and the blue line gives the exchange interaction potential

\[
\Delta E^{(4)}_{nk}(r) = -\{P(a_0 - r)\}^2, \quad (\text{the values } a_0 = 500 \text{ fm and } UK^4M^2 = -2 \text{ MeV are chosen arbitrarily}).
\]

Thus, when a neutron interacts with R-state at a distance of \( L \sim K^4 \cdot \lambda_n \) to the nucleus, a potential pit is formed, which depth is equal to \( UK^4M^2 \) (Fig. 5). Distance \( L \) can also be correlated with potential interaction radius \( R_T \) (see Table). The red line in Fig. 5 represents the nuclear potential of nickel, for example, \( ^{64}\text{Ni} \) \( R_T = 340 \text{ fm} \) (see Table), the blue line represents the potential of RIEX interaction, and the green line represents the summarized potential (the value \( UK^4M^2 = -2 \text{ MeV} \) is chosen arbitrarily).

Once in the potential pit, the neutron is in a region below neutron binding energy, where the density of neutron energy levels is significant, and, therefore, the resonant interaction of neutron with them is also large. Thus, the neutron “rolls”, like downhill, along a potential pit into a potential well of the nucleus. Consequently,
the neutron is captured by nucleus, due to the resonant interference exchange interaction, at a distance \( L \approx R_T \).

7. RIEX INTERACTION OF PROTONS AND DEUTERONS WITH NUCLEI

Unlike neutron, proton and deuteron have electric charge that prevents them from approaching the nucleus. On the way to the nucleus, proton and deuteron meet a Coulomb barrier. If for resonant neutron capture it is necessary for the corresponding compound nucleus to have resonant \( R \)-states, then for the proton and, apparently, for the deuteron behind the Coulomb barrier of the compound nucleus there is a large number of resonance levels, up to the height of Coulomb barrier (Fig. 6). A proton, once in resonance with one of these \( R \)-levels, begins to RIEX-interact with it. It is noteworthy that the proton energy can be from thermal energy to energy equal to the height of Coulomb barrier. Therefore, losing energy when approaching the nucleus, the proton, thereby, scans the energy levels of nucleus beyond the Coulomb barrier, until it gets into resonance with a suitable \( R \)-level (Fig. 6). The resultant, due to the exchange interaction, attraction force of the proton to the nucleus, increases the proton energy, bringing it out of resonance. The appeared Coulomb braking returns the proton back into resonance with \( R \)-level. Thus, the energy of a proton that got into resonance with a suitable \( R \)-level remains constant.

For interacting proton and \( R \)-state, their total wave function is \( \psi(p,R) = [\psi_p^R(\vec{r}_p)\psi^R(\vec{r}_R)] \). Just like a neutron, a proton (spin \( s = 1/2 \)) and a nucleus with \( R \)-state are attracted to each other when their spins are antiparallel and their spatial wave function is symmetric.

And since proton and deuteron have an electric charge equal to one \(+1\), then both strong \( F \) and electromagnetic, namely Coulomb \( E = k q^2 / r_{pn} \) interactions will make up the disturbing potential:

\[
\Delta E_{RIEX}^{(1)} = \int \psi^*(p,R)\left[ F \cdot EM \right] \psi(p,R) dV_p dV_R.
\]

Since strong interaction does not depend on the charge, than

\[
\Delta E_{RIEX}^{(1)} = \Delta E_{RIEX}^{(1)} + \Delta E_{EM}^{(1)} = \int \psi^*(p,R)F \psi(p,R) dV_p dV_R + \int \psi^*(p,R)E \psi(p,R) dV_p dV_R.
\]

where \( k = 1/4\pi\varepsilon_0 = 8.99 \times 10^9 \text{ N} \cdot \text{m}^2/\text{C}^2 \), \( \varepsilon_0 = 8.85 \times 10^{-12} \text{F/m} \) — electric constant, \( r_{pn} \) is a distance between proton and nucleus, \( q = 1.6022 \times 10^{-19} \text{C} \) is proton charge. Note that the potentials of strong and electromagnetic interaction have opposite signs.

Let us estimate the energy contribution of Coulomb interaction to the exchange energy. The ground state of parahelium atom \( 2E_a + C + A \), \( 1^1S_0 \) has energy of 79.0 eV. “\( A \)” is exchange energy. “\( C \)” is the energy of usual Coulomb repulsion of electrons. \( 2E_a \) is the electron energy without taking into account their interaction, \( 2E_a = 2 \times 54.4 = 108.8 \text{eV} \) is the doubled ionization energy of helium ion \( \text{He}^+ \). Electrons in \( 1^1S_0 \) are in the same state and for them “\( A \)” = “\( C \)” = 15 eV [34]. The parahelium diameter is \( D_{\text{He}} = 62000 \text{fm} \). As will be seen below, thanks to the RIEX interaction, a proton (deuteron) creates a bound, nuclear molecule with the target nucleus (Fig. 6). Estimates showed that the radius of the
proton orbitals in a nuclear molecule (Fig. 7) is, for different nuclear charges, in the range $R_p \approx 50-150$ fm for $UK^4M^2 \sim -2$ MeV. It is clear that bottom position and potential well depth depend on the value $UK^4M^2$. The ratio $D_{\text{ne}}/R_p$ is three orders of magnitude; accordingly, the ratio in energies will have the same value. Thus, the energy contribution of the exchange Coulomb interaction $\Delta E_{\text{EM}} \sim 15$ keV to the total exchange energy, as compared with the strong interaction $UK^4M^2 \sim -2$ MeV, can be neglected. Energy contributions from weak $W$ and gravitational $G$ interactions can also be neglected. But it should be remembered that they are always present in the perturbing potential of exchange interaction.

Let us produce for the proton or deuteron with wave function $\psi_p(r)$ the same procedures as for the neutron, relative to the energy of its exchange interaction with the R-state. Then $\Delta E_{\text{EM}} = UK^4M^2 |\psi_p(r)|^4$. As a result, a “exchange” potential well forms at the Coulomb barrier (Fig. 7). It should be emphasized that the emerging nuclear molecule is formed as a result of a strong interaction between proton and nucleus, and not due to the electromagnetic, collective response of internal atomic electrons, which shield the slow proton charge [35]. The red line in Fig. 7 represents the nuclear potential of nickel Ni plus Coulomb potential Ni + p, the blue line represents the RIX potential (values 400 fm and $UK^4M^2 = -2$ MeV are chosen arbitrarily) and the green line shows summarized potential.

Such a picture resembles the double-humped barrier present in spontaneous fission isomers (SFI) in the region of nuclei of transuranium chemical elements with a nuclear charge of 92 to 97 [36]. The states of spontaneous fission isomers are characterized by a high degree of deformation. Therefore, sometimes SFI are called shape isomers. The nature of SFI is associated with nuclear shell corrections, which give their energy contribution, in calculating the potential fission barrier for heavy nuclei, which are performed in the framework of the droplet model. The excitation energy of shape isomers is from 2 to 4 MeV, and the half-lives vary from nanoseconds to milliseconds.

Unlike SFI, which potential well is above the potential energy zero line, the exchange potential well is located below the zero line. Therefore, a proton or deuteron that hits it, remains in it and creates a nuclear molecule with a target nucleus. Another important condition is needed for the formation of nuclear molecule: it is necessary that the nucleus on the inside of its Coulomb barrier has resonant R-states with a proton (deuteron) located in the well on barrier outside (Fig. 6). This condition is satisfied when the width of the proton or deuteron level in the exchange potential well is greater than the distance between the resonant R-levels on the inner side of the barrier. This is realized when the exchange potential well is wide and not deep. A thermal proton or deuteron, as well as a thermal neutron, is captured by the nucleus into this potential well at a distance $L$. When a neutron or proton, deuteron is captured, they transfer between levels in a potential pit or in a potential well of a nuclear molecule with electromagnetic radiation in the range from thermal waves to X-ray quanta. Protons, deuterons will radiate in the same range when braking in the Coulomb field of the nucleus (Fig. 6) [37-40, 43].
Thus, the resonant interference exchange interaction between a proton or deuteron and the R-state creates an exchange potential well on the Coulomb barrier of nucleus \( A \). As a result, a nuclear molecule is formed: \( A + p \) or \( A + d \). The lifetime of such a molecule is determined by the transparency of Coulomb barrier (7). It is obvious that electronic levels in the nuclear molecule \( zA + p \) shift relative to electronic levels in the atom \( Z+1B \), where \( Z \) is the nuclear charge.

At a high concentration of protons (deuterons) per one nucleus of the main element a second proton or a second deuteron can get into an exchange well: \( A + p + p \) or \( A + d + d \). Protons-fermions in the directed spins in the well, deuterons-bosons can have differently directed spins, since deuteron levels are closely spaced triplet states \((S_d = 1, m_s = +1, 0, -1)\).

As a result, a possibility for cold fusion reactions opens up (Fig. 6):
\[
\begin{align*}
d + d + A &\rightarrow ^4\text{He} + A + 23.8\text{MeV}, & (15) \\
p + p + A &\rightarrow d + e^+ + \nu_e + A + 0.42\text{MeV}. & (16)
\end{align*}
\]

The reaction (16) with positron emission can be strongly decelerated because of the need to fulfill the angular momentum conservation law. Strong deceleration of reaction (16) opens up the possibility of a reaction with orbital \( K \)-electron capture:
\[
p + p + e^- + A \rightarrow d + \nu_e + A + 1.44 \text{ MeV} \ (17).
\]

It is clear that, other things being equal, the registration of released energy and the detection of deuterons during that reaction are difficult compared with reactions (15 and 16) \((e^+ + e^- \rightarrow 2\gamma + 1.022 \text{ MeV})\). Perhaps, it is for that reason that the reaction (17) cannot be registered in experiments.

Fig. 7 shows that for a proton or deuteron located in the exchange well, the transparency of the Coulomb barrier increased (7) as the height and width of the barrier decreased. In addition, the permeability of the barrier should additionally increase due to the existing resonant levels on the inner side of the Coulomb barrier [41]. Recall that the probability of absorption of a neutron by a nucleus, among other things, depends on the probability of gamma transitions (~8 MeV), when the neutron “descends” to the ground state from upper level at which it was captured. The probabilities of gamma transitions are strongly suppressed, since they are carried out by electromagnetic, rather than strong, interactions. In the case when there are two protons (deuterons) in the exchange well, the probability of tunneling one of the protons through the Coulomb barrier directly into the ground state of the compound nucleus without gamma transitions appears (Fig. 6). This reaction becomes possible due to the strong interaction of protons with the nucleus and the reaction pulse transfer to the second proton:
\[
p + p + zA \rightarrow z+1B + p + Q, \quad (18)
\]

where \( Q \) is energy released in the reaction. With such a transition to ground state, the \( z+1B \) nucleus may turn out to be beta \( \beta^- \)-radioactive nucleus. Since the disturbing potential of the exchange interaction includes a weak interaction \( W \), the reaction can proceed with the capture of the orbital \( K \)-electron. Then the reaction produces a stable isotope.
\[
p + p + e^- + zA \rightarrow zA_{\text{stable}} + p + Q. \quad (19)
\]

It is such reactions (18, 19) that can explain the appearance of stable copper isotopes in the \( \text{Ni} + p \) reaction with a changed isotope ratio in nickel [19, 20].

Obviously, with the preservation of coefficients \( UK^4M^F \), the barrier transparency also increases at nuclear charge decrease. Fig. 8 shows the formation of an exchange potential well for titanium Ti, and Fig. 9 - for lithium Li with coefficients \( UK^4M^F = -2 \text{ MeV} \) and \( UK^4M^F = -0.7 \text{ MeV} \), respectively. The red line in Fig. 8, 9 is nuclear potential plus Coulomb potential of \( \text{Ti} + p \) and \( \text{Li} + p \), the blue line is the RIEX interaction potential (values of 400 fm and 300 fm and \( UK^3M^F \) are chosen arbitrarily) and the green line is summarized potential.

For lithium, the resonant proton is surprisingly absorbed by the nucleus without
Coulomb barrier, like a resonant neutron, if the coefficient $|UK^4M^2|$ exceeds the height of Coulomb barrier $|UK^4M^2| > 0.5$ MeV (Fig. 9). For lithium and boron ($^7B$), exchange barrier or barrier-free transitions are all the more likely because they can occur with one proton or one deuteron, since the compound nucleus decays into fragments [20, 42]. No energy mediator “$Y$” is needed in these reactions. The height of boron Coulomb barrier is 0.9 MeV. Thermal neutron capture cross-section is $\sigma_{t}^{(6)Li} = 940$ barn, $\sigma_{t}^{(7)Li} = 3840$ barn (see Table).

$^6$Li + d → $^4$He + $^4$He + 22.37 MeV,
$^7$Li + p → 2$^4$He + 17.35 MeV,
$^{10}$B + d → 3$^4$He + 17.9 MeV,
$^{11}$B + p → 3$^4$He + 8.68 MeV.

However, both for neutrons and for protons and deuterons, there seems to be a limited number of isotopes that have significant potential for RIXE interaction with a large $UK^4M^2$ coefficient and which are capable of forming a deep exchange nuclear well with protons and deuterons. Most isotopes have probably small coefficient $K$: $K < 1$ and $K << 1$. Therefore, not a deep potential well, but a shallow potential “pool” is formed in some of them as a result of the RIXE interaction (Fig. 10). The bottom of such a “pool” and corresponding levels of protons (deuterons) in it can exceed the zero line of potential energy. The lifetime of such a nuclear molecule, the residence time of protons and deuterons in such a “pool” are supposed to be limited. And if external conditions change and do not allow to reproduce again unstable nuclear molecules, they disappear in some time [43].

Since the proton and neutron in the deuteron have a noticeable probability of $\sim 65\%$ to be outside the nuclear potential well, i.e. to stay in a quasi-free state for some time, the proton and neutron can be assumed to interact independently with their $R$-states. It follows from this that cold fusion reactions on deuterons should have noticeable cross-sections on isotopes, for which the neutron resonance absorption cross-sections are also significant (see Table).
The possibility of a proton and a neutron to be outside the nuclear potential well of the deuteron can be interpreted as the existence of RIEX interaction between them. Neutron and proton spins in the deuteron are parallel, and their spatial wave function is symmetric. At that, their total wave function is antisymmetric because of the antisymmetric isotopic spin part of their wave function - $n,p$.

Based on the isotopic invariance of strong interaction, it can be assumed that proton can resonantly interact with neutron R-levels, both located behind the Coulomb barrier (Fig. 6) and those of isotopes with significant resonant absorption of neutrons (see Table) [43].

8. CONCLUSION

Several conditions should be met for the implementation of cold fusion reactions. First of all, it is necessary that the molecules of hydrogen or deuterium dissociate into atoms in a condensed solid or liquid matter.

It also requires that hydrogen or deuterium atoms in a condensed matter transform into protons or deuterons. It is important that protons or deuterons have maximum possible concentration (> 2) per nucleus of main element. The latter is achieved either by electrolysis or electrical discharge by means of saturating the cathode material with protons or deuterons, or by high hydrogen (deuterium) pressure or by nanoclustering the substance, or by its melt, or by aqueous solution of a substance in which hydrogen atoms are present in the form of proton, including biological systems [12, 13, 17, 19, 20, 23-26, 37-40, 42-47].

For CF reactions, it is absolutely necessary that the protons or deuterons incident on the nucleus have R-levels resonant with a compound nucleus. Due to the existence of R-levels between the nucleus and the proton (deuteron), a resonant interference exchange interaction arises, the disturbing potential of which are all types of interactions simultaneously. The disturbing potential that makes the main contribution to the exchange energy is strong interaction. The spatial domain of the resonant interference exchange interaction is related to the wavelength of the proton (deuteron) as $L = K\lambda_p$. The value of coefficient $K$ depends on the affinity of R-state with a proton (deuteron).

The exchange energy between the proton (deuteron) and the compound nucleus with the R-state makes an additional contribution to the energy of their Coulomb and nuclear interaction. Due to this exchange energy, an exchange potential well appears on the Coulomb repulsion barrier. A proton (deuteron), trapped in exchange well, forms a nuclear molecule with a nucleus, and it can tunnel through a reduced Coulomb barrier in the case when a compound nucleus decays into two or three fragments.

The probability of passing through the Coulomb barrier for the proton also increases when a second proton enters the exchange well, which can perform the function of an energy mediator in the reaction.

In the case when there are two protons or two deuterons in the exchange well, they can merge. Thus, cold fusion reactions begin in condensed matter.

The exchange interaction represents a purely quantum effect, which disappears with the limiting transition to classical mechanics. Up to now, the exchange interaction has been considered as an interaction between identical particles. This article argues that the resonant interference exchange interaction does exist. The RIEX interaction is an exchange interaction between any object and resonant R-state belonging to any system. RIEX interaction is a development of resonant synchronization principle and its mechanism [48, 49]. All fundamental interactions form simultaneously the disturbing potential of the RIEX interaction: strong, electromagnetic, weak, and gravitational (8). The spatial domain of the resonant interference exchange interaction for all fundamental potentials is determined by the lengths of the wave functions for any resonantly interacting “identical” objects. Due to the RIEX
interaction, the short-range strong and local weak interactions become “long-range” interactions.

The formulated RIEX interaction goes beyond pure quantum effects. Resonance is nothing else but RIEX interaction.

The world around us consists of identical particles: protons, neutrons and electrons, which in turn form identical objects and identical systems. All types of fundamental interactions occur between identical particles, objects, systems including the RIEX interaction. The RIEX-interaction on a par with other interactions creates the Universe. It is a Universal interaction because it includes all other Four interactions.

Resonant Interference Exchange interaction is the Fifth type of interaction.
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Abstract. The article is a review of the experimental results obtained by the authors over the past 8 years on the synthesis of chemical elements in gases compressed up to 3 kbar with its long (up to tens of hours) gamma irradiation in the presence of cylindrical samples of metallic palladium. The chambers were irradiated by braking gamma rays with a maximum energy of 10 MeV at the electron accelerator of the Joint Institute for Nuclear Research in Dubna (Moscow region). In addition to palladium, the reaction chamber contained other structural details made of brass or copper, beryllium bronze and manganin foil. Experiments were carried out with palladium in deuterium, with palladium and tin in hydrogen, with palladium in helium. In all experiments, after irradiation, numerous solid-state microstructures of various sizes (up to 1 mm) and shapes were found on the surfaces of the chamber's parts, as well as on the surface of the palladium. X-ray micro-probe analysis of these structures showed the presence of a wide range of chemical elements (from carbon to lead), which were absent in the reaction chamber prior to irradiating. The article presents numerous quantitative histograms of concentrations of the elements found. Preliminary hypotheses are proposed for the synthesis of chemical elements under the experimental conditions.
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1. INTRODUCTION
The phenomenon of synthesis of chemical elements and solid-state structures in a medium of condensed gases under the action of gamma quanta was discovered by A.Yu.Didyk and R.Wiśniewski. The first experiment was carried out in 2011 with a palladium sample (Pd) in the form of a cylinder placed in a chamber with a deuterium pressure of 3 kbar [1-3]. At pressures of 0.5–3 kbar, the density of gas atoms is comparable with the density of atoms in the solid and liquids. Therefore, the term condensed gas is used. Irradiation by braking gamma-quanta was carried out during 6 hours at the MT-25 microtron [4].
with an electron energy of 9.3 MeV and an average electron current of 7 μA (~4.4·10^{13} s^{-1}).

The motivation for setting up such an experiment was two competing ideas in how to produce energy: the thermonuclear fusion reaction and the cold nuclear fusion reaction (CF).

To carry out thermonuclear fusion reactions in the planned experiment, an approach was proposed basing on the photodisintegration of deuterons in condensed deuterium under the action of gamma quanta with energies up to 10 MeV. In each deuteron photodecay event, a neutron and a proton are formed with energies determined by the reaction kinematics. The binding energy of the deuteron is 2.224 MeV. With the elastic interaction of photo-neutrons and photo-protons with gas deuterons, the latter acquire the energy > 40 keV, sufficient to launch thermonuclear reactions through the channels: \(d + d \rightarrow ^3\text{He} + n + 3.26\) MeV and \(d + d \rightarrow t + p + 4.03\) MeV. The resulting products of thermonuclear reactions, in their turn, give a part of their energy to the deuterons, and they again enter into thermonuclear fusion reaction. It was expected that under the action of gamma rays in deuterium, thermonuclear energy would be produced, sufficient to heat the reaction chamber to a high temperature.

The effect of heating the reaction chamber was also expected in the case of the implementation of cold fusion reactions [5]. Therefore, palladium was placed in the reaction chamber. It is known from literature [6] that the intensity of the reactions of CF enhances with the growing number of deuterium atoms per palladium atom. It was proposed to increase the concentration of deuterium in palladium with the help of high gas pressure and its irradiation with braking gamma quanta. Moreover, the author of this article R.Wiśniewski registered an unexpected strong explosion of the high-pressure chamber while saturating the palladium powder with gaseous deuterium at a pressure of about 22 kbar (private communication).

The use of intense gamma-ray fluxes turns out to be the most suitable method for photodecay and ionization of deuterium due to their high penetrating power through the thick walls of the high-pressure reaction chamber. Other radiation emissions do not possess such penetrating ability.

During the first and subsequent irradiations, there was no critical increase of the temperature or pressure in the reaction chamber. However, after irradiation unusual solid-state structures and “extraneous” chemical elements were found in the chamber, which were absent before the start of the experiment. The following elements were thus registered: Na, Mg, Al, Si, P, S, Cl, K, Ca, Ti, V, Cr, Fe, Nb, Ru, Ag, La, W, Pt, Pb. Later, an experiment was carried out at a deuterium pressure of 1.2 kbar [7–10].

Similar studies were performed with samples of other metals and alloys: Al, V, Cu, Sn, Re, YMn_{2}, in the form of cylinders and wires. The samples were in the atmosphere of gaseous deuterium at a pressure of hundreds, thousands of bars, and were irradiated with braking radiation with the \(E_{\text{max}} = 10\) MeV and \(E_{\text{max}} = 23\) MeV [11–15]. Positive results on the synthesis of new structures and “extraneous” elements in the deuterium atmosphere led to similar studies with palladium [16–18] and tin [19–21] cylinders in condensed hydrogen and with a palladium cylinder [22, 23] in condensed helium. The same studies were carried out in chambers with condensed pure gases: hydrogen [24–26], deuterium [27], helium [28–31] and xenon [32–36] when irradiated by \(\gamma\)-rays with energies up to the \(E_{\text{max}} = 10\) MeV. Experimental reviews in the \(\text{H}_2\), \(\text{D}_2\), \(\text{He}\) and \(\text{Xe}\) gases are presented in [37–39].

In this article, we present the processed and presented in an illustrative graphical form main results of the experiments on the synthesis of “extraneous” elements when irradiating palladium samples with the \(E_{\text{max}} = 10\) MeV by braking gamma-rays in condensed deuterium with a pressure of 1.2 and 3 kbar, in hydrogen with a pressure of 0.5 and 2.5 kbar, and in helium with a pressure of 2.4 kbar. Here, for comparison, the results of experiments on the irradiation of pure gases without metal samples inside the reaction chambers are presented.

In this paper, the experiments were carried out and results discussed were obtained with the ideological organizational guidance and most active participation of A.Yu.Didyk to whom this article is dedicated.
2. RECEIVING BRAKING GAMMA RADIATION

As a source of braking gamma radiation the electron accelerator microtron MT-25 of the Flerov Laboratory of Nuclear Reactions at JINR. The acceleration of electrons occurs in a pulsed mode with a pulse duration of 2.5 µs and a repetition frequency of 400 Hz. The design of the microtron allows one to receive electron beams with energies from 5 to 24 MeV. The maximum current of the electron beam at the target is 25 µA (1.56·10^{14} s^{-1}). After acceleration, an electron beam of Ø 6–7 mm is released into the atmosphere through a 70 μm titanium foil (1, Fig. 1), upon which irradiation takes place. In experiments, both the electron beam and radiations produced by convectors can be used: braking gamma radiation intensity of 10^{14}/s, fast neutrons with an intensity of 10^{12}/s, thermal neutrons with a flux density of 10^{9}/s·cm^{2}, resonant neutrons with a flux density of 8·10^{7}/s·cm^{2}.

To obtain the braking gamma-rays, electrons bombard a tungsten converter − a disk with a thickness of 1 to 3.8 mm and Ø40 mm (3, Fig. 1). The electron beam enters the converter, passing through the diaphragm with a hole of Ø12 mm (2, Fig. 1) and a thickness of 18 mm. The converter is fixed in a holder with the help of an aluminum cylinder with a thickness of 8-25 mm, which also serves to absorb low-energy electrons (4, Fig. 1). The diaphragm and the holder of the converter with an aluminum absorber are cooled with running distilled water. In the process of irradiation, the electron current on the Al-absorber and on the diaphragm is controlled. In all experiments, a tungsten converter with a thickness of 2.8 mm and an electron absorber – 25 mm were used.

Fig. 1. Extraction of the electron beam from the electron guide and its conversion into a beam of gamma quanta.

Fig. 2. The gamma-quanta beam divergence.

The gamma quanta beam divergence at half-height of intensity is horizontally 10°±1° (Fig. 2, curve 1) and 8°±1° along the vertical (Fig. 2, curve 2). The difference in half widths in the horizontal and vertical planes is explained by the different angular divergence of the electron beam in these planes. Experimentally, the divergence was determined by the method of activating targets: uranium with a threshold of 6 MeV and nickel with a threshold of 12.2 MeV, completely covering the braking radiation beam. In both cases, the angular distribution is approximated with good accuracy by the Lorentz distribution. The values obtained in the experiment are in good agreement with the calculation of the angular distribution of braking using the Giant package, which predicts an angular divergence of the beam of 9.9 degrees, and the authors of [40].

Fig. 3 shows the calculated energy spectrum of braking radiation emitted in a 10° cone for electrons with energies of 10, 14, 18, and 22 MeV on a 3 mm thick tungsten converter [41]. The intensities of gamma quanta from 1 MeV to the $E_{\text{max}}$ for these
electron energies, normalized to the intensity at E = 10 MeV, correspond 1: 4.52: 1.24: 32.13. For the range of gamma quanta from 1 to 10 MeV, the intensities correspond to 1: 4.50: 13.04: 31.03.

3. THE METHODS OF THE EXPERIMENTS

The irradiation of palladium samples in a medium of condensed gases was carried out using a braking gamma-quantum with the $E_{\text{max}} = 10$ MeV. The energy range of gamma quanta (<10 MeV) lies below the characteristic excitation energies in the atomic nuclei of a giant dipole resonance. This avoids the activation of the structural materials of the reaction chambers. The decay of a giant dipole resonance occurs mainly with the emission of a proton or a neutron, often followed by the formation of radioactive isotopes. In the experiments, the chamber shown in Fig. 4 was used. Each experiment used its own chamber. The inner diameter of the chambers was 4 mm, the length was 21 mm, the volume was 0.264 cm$^3$. The palladium samples (9, Fig. 4) with a diameter of 3.8–3.9 mm and a length of 4–5.5 mm (of volume 0.045–0.065 cm$^3$) had a purity of ~99.995%. The atomic mass of Pd is 106.42; the density of palladium is 12.02 g/cm$^3$ and a length of 4–5.5 mm (of volume 0.045–0.065 cm$^3$) had a purity of ~99.995%. The atomic mass of Pd is 106.42; the density of palladium is 12.02 g/cm$^3$. The maximum concentrations of impurities ($10^6$ mass in ppm) in palladium are as follows: Ca, Zn, Ag < 3; Mg, Mn, Ni, Pb, Bi < 5; Si, As, Sn, Sb, Ru, Rh, Ir, Pt < 10; Cu(12), Al(15), Fe(19), Au(48). In the experiments, brass (Zn+Cu) or copper (Cu) with a purity of 99.99% was used as sleeves (8, Fig. 4) and collectors, at the CuBe (4, Fig. 4), at the anomalous structures of the reaction chamber parts. Using the methods of scanning electron microscopy (SEM) and x-ray micro-probe analysis (XRMPA), the elemental compositions of the chamber parts were investigated: on the inner surfaces of the entrance window made of beryllium bronze (Cu$_{0.02}$Be$_{0.98}$) (4, Fig. 4), at the sleeves and collectors, at the Cu$_{84}$Mn$_{14}$Ni$_{2}$ manganine foils (10, Fig. 4), as well as at the anomalous structures and microparticles formed as a result of irradiation of the palladium cylinder surface and the chamber inner surfaces.

In most of the objects, when they were studied using the SEM and XRMPA methods, “extraneous” chemical elements, which were absent in the reaction chambers before the onset of irradiation, were detected. For each object selected for the study: microparticles or a solid-state structure, several measurements of XRMPA were carried out in different regions of their surface. Each such measurement corresponded to its own set of chemical elements with its own concentration. The total number of XRMPA measurements for a particular experiment was several dozens. When processing the data, we first obtained averaged concentrations of chemical elements separately for each part of the reaction chamber in contact with the condensed gas. Taking into account the entire set of data obtained by the XRMPA method, it

![Fig. 4](image-url)
can be argued that there is no significant difference in the distribution of chemical elements for the input window, sleeve, collector, manganin foil, and the particles. In this article, we also present in the form of histograms the concentrations of chemical elements averaged over all measurements performed for this experiment.

SEM and XRMPA studies were conducted at three independent certified laboratories: at the analytical center of the D.V. Skobeltsyn INP, Lomonosov MSU; at the Research Institute of Advanced Materials and Technologies, and at the Fiber Optics Research Center of the Russian Academy of Sciences. The energy of the electron beam exciting the x-rays ranged from 10 to 20 keV. The penetration depth of the electron beam was 1-2 μm. The measurements were carried out using two modes: “at a point” and “over the area”. For the mode “at the point”, the measurement area was ~ 1–4 μm². For the “area” mode, the measurement area was more than 20×20 μm².

We note several important points in our SEM and XRMPA studies:

- the program for processing spectra obtained using XRMPA selects the lines only of those elements which exceed no less than thrice the measurement error;
- the program calculates the estimated element concentrations in weight and atomic percent if the spectrum contains the main characteristic x-ray lines of this element;
- the concentrations of “extraneous” elements in the objects given in the article are not quantitative but qualitative. The choice of objects for measurement was purely subjective. As a rule, the most appealing, bright and light objects with the presence of elements of large atomic numbers were measured;
- microparticles and structures located on the surfaces of collectors, inserts and sleeves were selected as objects for measurements. Analysis of the element compositions at the surfaces of the palladium cylinder was made as well;
- for reliable spectra processing, a set of considerable amount of statistical data are required, which was not always done in our measurements;
- the dimensions of the studied structures were far greater than the regions of excitation and emission of characteristic x-radiation. Therefore the measurements done cannot correspond to the element concentration in the entire volume of the measured objects;
- during the measurements of the objects at the points with local concentrations of “extraneous” chemical elements could amount to several tens percent. Besides, such measurements have certain restrictions relating to spatial resolutions of the equipment used.

4. THE EXPERIMENTS WITH PALLADIUM IN DEUTERIUM

In the very first experiment, after irradiating a sample of palladium at a deuterium pressure of 3 kbar, when the chamber D1 was opened (Table 1), a synthesized blue object was detected on the brass collector 5 mm in diameter, (Fig. 5a) and (Fig. 5b). The object was shaped like a “volcano with a crater” with smooth walls. At the top of the “crater”, frozen drops were observed, and at its bottom, various structures in the form of plates (Fig. 6a) and crystalline formations (Fig. 6b). Here and hereinafter, the widths of photographs are given in brackets. The synthesized object had dielectric properties. For SEM and XRMPA, this required deposition of a gold layer of Au ~0.1 μm. The x-ray micro-probe analysis revealed “extraneous” chemical elements in the object which had been absent in the reaction.
chamber before the start of the experiment. Fig. 7 shows the concentrations of chemical elements in the synthesized sample, averaged over 12 measurements, which were carried out both on its surface and in the various structures found inside the crater. It is noteworthy that the synthesized object mainly consists of carbon, oxygen and titanium. Subsequent x-ray diffraction analysis showed that titanium is present in the synthesized object in the form of dioxide (TiO$_2$).

The irradiated Pd-cylinder has undergone significant changes. The SEM images of the original and irradiated surfaces of the Pd-cylinder are shown in Fig. 8a,b. The surface of the Pd-cylinder, especially close to the synthesized object, turned from smooth into non-uniform, consisting of individual clusters, with a lot of cracks in the surface and, moreover, with a modified composition of the chemical elements. Fig. 9 presents atomic percent concentrations of chemical elements averaged over 12 XRMPA measurements of the palladium cylinder surface.

The changes affected the surface structure and the content of chemical elements, both at the entrance window (4, Fig. 4), made of beryllium bronze, and the brass sleeve (8, Fig. 4). Fig. 10 shows the concentrations of chemical elements at the entrance window, averaged over 5 measurements, and for the brass sleeve, averaged over 10 measurements.

Fig. 11 gives the concentrations of chemical elements averaged over all 39 measurements. Thus, the following chemical elements were registered in the reaction chamber: C, O, Na, Mg, Al, Si, P, S, Cl, K, Ca, Ti, V, Cr, Fe, Nb, Ru, Ag, La, W, Pt, Pb.

For comparison, Fig. 12 shows the averaged concentrations of chemical elements obtained in an experiment on irradiating a chamber with deuterium at a pressure of 2.2 kbar without a Pd-cylinder inside it [27]. Averaging was carried out over 42 measurements performed for the structures of the entrance window, the sleeve, the collector, and the synthesized microparticles. The internal dimensions of the chamber filled with deuterium were: length - 15 mm, diameter - 8 mm, volume - 0.75 cm$^3$. The sleeve and the collector were made of pure copper, 99.99%. The irradiation was carried out during 49
hours. The electron beam energy was 10 MeV. The current of the electrons was \((1.2-1.3)\times10^{14}\) s\(^{-1}\).

The experiment described above was repeated (D2, Tab. 1), but with a deuterium pressure of 1.2 kbar and an irradiation duration of 18 hours. The most impressive result of this experiment was the detection of a \(^{82}\text{Pb}\) layer covering all the inner surfaces of the reaction chamber and microparticles up to 50 microns in size, consisting mainly of lead. Fig. 13 presents averaged concentrations of chemical elements in atomic percentage from the 44th XRMPA measurements of the palladium cylinder surface. Without palladium, the weight concentration of lead is \(~36\%\), oxygen \(~29\%\).

Fig. 14 shows SEM images of one of the characteristic elliptically-shaped formations with a size of 17×22 μm (Fig. 14\(a\)) and individual lead microparticles (Fig. 14\(b\)) found on the surface of the brass collector. The lead concentration over the area of 5.3×6.3 μm, noted as “spectrum 1” (Fig. 14\(a\)), is 21.3 wt.%. Lead concentrations, measured at points 1 and 2 (Fig. 14\(b\)), are 65.1 and 10.9 wt.%, respectively. Lead was not detected at point 3. It contains: copper-62.9 and zinc-37.1 wt.%. Table 2 shows the concentrations of chemical elements averaged over 15 measurements made for different microparticles, and 8 measurements made at points or from the area next to the microparticles. The lead concentration in the microparticles varied from 31.5 to 71.9 wt.%, and in the areas near the microparticles, from 0 to 10.9 wt.%. In five measurements out of 23 (15 + 8), \(^{14}\text{Si}, ^{20}\text{Ca}, ^{26}\text{Fe}\) were registered. Subsequent studies carried out by the method of secondary mass-ion spectroscopy showed that the isotopic composition of the synthesized lead does not differ from the natural composition within the limits of measurement errors [40]. In the same studies, lines corresponding to the masses of protactinium (\(^{231}\text{Pa}\)) and curium (\(^{246}\text{Cm}\)) were recorded in the mass spectrum.

The initial weight of the Pd-cylinder was 0.7509 g. After irradiation, its weight decreased by 0.03245 g, which is 4.3%. The authors of [9] believe that the decrease in the weight of the Pd sample is mainly due to the formation of lead: 32450 μg 36% = 11682 μg or \(3.4\times10^{19}\) Pb atoms. The impurity of
Pb in the palladium sample before irradiation was < 5 ppm or < 3.7 μg. The number of γ-quanta with energy from 1 to 10 MeV at the entrance to the internal volume of the reaction chamber during the entire irradiation period is estimated as ~1.2×10\(^{17}\), which << 3.4×10\(^{19}\) Pb atoms. From this we can conclude that gamma quanta stimulate the launch of other energy processes leading to the synthesis of “extraneous” chemical elements.

Studies of the chemical composition of the synthesized structures on the surfaces of the brass collector (25 measurements), the entrance window (6 measurements), sleeve (17 measurements) and manganin foil (10 measurements) showed the presence of “extraneous” chemical elements in them. A feature of these measurements was the detection of a large amount of silver (Ag) in the structures and microparticles, up to 98.4% of their weight.

**Fig. 15.** The concentrations of chemical elements (58 measurements).

**5. THE EXPERIMENTS WITH PALLADIUM AND TIN IN HYDROGEN**

In the experiment with a pressure of 2.5 kbar (H1, Tab. 1), chamber H1 was located at a distance of 5 mm from the electron absorber − 25 mm. After irradiation with gamma quanta, the chamber was irradiated for 12 minutes with electrons at a current of (1.55-2.1)×10\(^{13}\) s\(^{-1}\). After that, the pressure in the chamber decreased by 80 bar.

In both experiments with a hydrogen pressure of 0.5 kbar (H2, Tab. 1) and 2.5 kbar after the end of the irradiation, newly formed structures were found in the reaction chambers. The side and end surfaces of the Pd-cylinders had significantly changed: they had cracks, craters and microparticles. **Fig. 17** shows SEM images of the two cracks. Inside and along the edges of these formations and also, on the surfaces of the Pd-cylinders, “extraneous” chemical elements were discovered which were formed as a result of irradiation. **Fig. 18** presents the averaged over 15 measurements concentrations of the synthesized chemical elements found on the Pd cylinder at

![Diagram](image-url)
the pressure $P = 2.5$ kbar, excluding palladium. Measurements are made on the areas from 16 to 5600 $\mu m^2$. Fig. 19 shows a comparison of the average element concentrations for the Pd-cylinders measured in the experiments with the hydrogen pressure 0.5 and 2.5 kbar. For the experiment performed at the pressure $P = 0.5$ kbar, the element concentrations averaged over 6 measurements of different objects made “at points” are given [17].

Fig. 20 shows a comparison of the average element concentrations measured in the microstructures found at the entrance windows, brass collectors and microparticles in the experiments with the hydrogen pressure 0.5 and 2.5 kbar. For the experiment at the pressure $P = 2.5$ kbar, the averaging was performed over 4 measurements. For the experiment performed at the pressure $P = 0.5$ kbar, the element concentrations are averaged over 15 measurements of different objects. Along with light chemical elements from carbon $^6$C to zinc $^{30}$Zn, in the experiment with $P = 0.5$ kbar, arsenic ($^{33}$As), tin ($^{50}$Sn), barium ($^{56}$Ba), and lead ($^{82}$Pb), were found.

Measurement of one of the synthesized structures over the area $35 \times 28 \, \mu m^2$ was done by an electron beam along an $\sim 2 \, \mu m$ strip through its center from one edge to another. Based on the many x-ray spectra obtained, the concentration distribution of chemical elements along the strip was determined in [18]. In this study, along with such elements as barium and lead, the x-ray spectra processing program found lines corresponding to protactinium ($^{91}$Pa). The two Pa peaks are clearly visible in Fig. 21 on the right. Protactinium ($^{231}$Pa) is a radioactive element, usually resulting from the alpha decay of the ($^{235}$U) uranium isotope. $^{235}$U has a half-life of $7 \times 10^8$ years and an isotopic content of 0.72%. If protactinium were a daughter product of alpha decay of $^{235}$U, then we would have to observe in the set of x-ray spectra of the uranium line and, most likely, thorium ($^{230}$Th), as a result of alpha decay of $^{234}$U. Since such lines were not recorded in the spectra, it is very likely that protactinium was synthesized independently.

Fig. 22 shows the total averaged over 40 measurements element concentrations found at the palladium cylinder (19 measurements) and at the microstructures (21 measurements).
For comparison, Fig. 23 presents concentrations of chemical elements averaged over 35 measurements and obtained in two experiments with pure hydrogen (H\(_2\)) at the pressure 1 and 3.4 kbar [39]. Irradiation was carried out for 14 and 62 hours, respectively, at the electron current (1.2-1.5)·10\(^{14}\) s\(^{-1}\). The electron beam energy was 10 MeV.

For completeness, we present here the results of an experiment on the irradiation of tin (\(^{119}\)Sn) with gamma quanta in condensed hydrogen [19–21]. A sample of natural Sn with a purity of 99.9% was a cylinder with a diameter of 9.5 mm, a length of 17 mm, and a weight of 8.5731 g. On both sides, the cylinder was fixed with two collectors made of beryllium bronze. The inner chamber, the sleeve for the reaction products and the entrance window were also made of beryllium bronze. The initial hydrogen pressure inside the reaction chamber was 3.5 kbar. At this pressure, the mass density of hydrogen was 0.0868 g∙cm\(^{-3}\), and the atomic density of hydrogen was 5.186·10\(^{22}\) at.H∙cm\(^{-3}\). The irradiation energy of electrons was E = 10 MeV, and the current was varied within (1.3–1.5)·10\(^{14}\) s\(^{-1}\). Irradiation was carried out for 2.51·10\(^5\) s (~70 h). The hydrogen pressure in the chamber after irradiation was 3.0 kbar. After opening the chamber, 30 black particles fell out of it. All surfaces of the parts of the reaction chamber, which had contact with hydrogen, and a significant part of the synthesized particles were investigated by SEM and XRMPA.

Fig. 24 shows the element concentrations averaged over 13 measurements of the synthesized structures found at the surface of the tin cylinder. For comparison, Fig. 25 presents the concentrations of chemical elements found at the sleeve, input window, collector, and the particles. For the sleeve, averaging was carried out over 13 measurements, for the input window – over 7 measurements, for the collector – over 9 measurements, and for the particles – over 21 measurements. Fig. 26 shows the concentrations of chemical elements averaged...
over all 63 measurements of synthesized solid-state structures.

6. THE EXPERIMENT WITH PALLADIUM IN HELIUM

The latest experiment in the series was the experiment with a palladium cylinder placed in condensed helium (He, Tab. 1) [22–23]. The chamber was filled with helium to a pressure of 2.4 kbar. The irradiation was carried out using a tungsten convector with the thickness 1 mm and an Al-absorber with the thickness 25 mm. The exposure time was 96 hours. In the process of irradiation, the pressure in the chamber did not fall, and even grew somewhat. When the chamber was opened after irradiation, 13 dark-colored particles up to 1 mm fell out of it. The entrance window, made of beryllium bronze, was covered with a thick visible layer of green-and-yellow color. The thread of the entrance window was filled with small particles - balls of about 2 microns in size (Fig. 27). Fig. 28 shows the element concentrations in these balls, averaged over 5 measurements. At these spots, besides carbon and oxygen, a high content of nitrogen, iron, and zinc was found. The total, averaged over 15 measurements concentrations of chemical elements at the surfaces of the palladium cylinder are presented in Fig. 31.

Studies of the chemical compositions of the synthesized structures on the surfaces of the entrance window (21 measurements), copper collector (3 measurements) and copper sleeve (16 measurements), as well as microparticles (13 measurements), showed the presence of “extraneous” chemical elements in them. Fig. 32 shows the total, averaged over 53 measurements concentrations of chemical elements for these chamber parts. A feature of this experiment with helium is the registration at the sleeve and at the particles of inert gases: neon and argon.

Fig. 33 shows the averaged over 68 measurements, including the surface of the Pd cylinder, concentrations of chemical elements measured in the experiment with helium. For comparison, Fig. 34 shows the concentrations of chemical elements averaged over 28 measurements and obtained in two experiments with pure helium at the pressure 1.1

---

**Fig. 26.** The concentrations of chemical elements (63 measurements).

**Fig. 27.** The images showing structures in the threaded grooves: a) (65 μm); b) (14 μm).

**Fig. 28.** The concentrations of chemical elements for the balloons.

**Fig. 29.** A SEM image of the side surface of the Pd cylinder littered with black spots: a) (150 μm); b) (50 μm).
Irradiation was carried out for 28 hours each experiment, and the electron current was \((1.0-1.5) \cdot 10^{14} \text{s}^{-1}\). The electron beam energy was 10 MeV.

To complete the picture in Fig. 35, we present the general result on the irradiation by braking gamma quanta during 43 to 72 hours at the maximum energy 10 MeV in condensed xenon \((\alpha_4 \text{Xe})\) in three experiments [32–37, 39]. The figure shows the concentrations of the synthesized chemical elements averaged in these experiments at xenon pressures of 250, 270 and 550 bar. Averaging was performed for 289 measurements. It should be especially noted that due to the xenon irradiation, such radioactive elements as technetium (\(^{43}\text{Tc}\)) and actinium (\(^{89}\text{Ac}\)) (francium (\(^{87}\text{Fr}\)) is the daughter product of actinium) were synthesized. Their appearance can be explained neither by pollution nor by secondary processes. It should also be noted that as a result of long-term exposure to the braking gamma quanta of condensed xenon, “almost all elements” of the Periodic Table were synthesized here.

7. DISCUSSION OF THE EXPERIMENTAL RESULTS

First of all, it should be emphasized that, despite the striking results obtained in our numerous experiments and the interest of the scientific community, they were not reproduced at other scientific centers. Therefore, we are forced to compare the results of different experiments on the basis of our experimental data solely.

1. In all experiments with condensed gases, without exception, after the end of the irradiation, newly formed objects were found in the reaction chambers: microparticles ranging in size from 0.5 μm to 1 mm and anomalous solid-state structures at the parts of the reaction chambers and at the surface of the palladium. Since the
structures formed contain a large number of “extraneous” chemical elements, it should be assumed that the structures and chemical elements were synthesized at the surfaces of the palladium cylinders and at the surfaces of the parts of the reaction chamber.

2. Studies performed by scanning electron microscopy, found significant changes in the surfaces of the irradiated Pd-cylinders. Smooth surfaces of the Pd-cylinders were transformed into inhomogeneous surfaces consisting of separate clusters with lots of cracks and spots. We interpret irregularities, cracks and ruptures which appear at the surface of the Pd-cylinders as radiation damage and microexplosions of the near-surface layer produced by nuclear reactions.

3. Measurements carried out using x-ray microprobe analysis showed that the surfaces of the Pd-cylinders, solid structures and microparticles contain chemical elements which were absent in appreciable quantities in the volumes of the reaction chambers before they were irradiated.

4. The range of the synthesized elements extends from carbon to lead. A characteristic feature for all of the obtained concentrations of chemical elements is the constant presence of the group with practically all light elements having the nuclear charge $6 \leq Z \leq 30$, from carbon to zinc. The maximum yield in the reactions is as follows: carbon and oxygen. Light elements up to carbon (in some cases, boron) are not recorded by x-ray microprobe analysis.

5. In addition to the group of light elements in the reaction products, there are always representatives from the group of elements with nuclear charge $Z$ from 30 to 70 and there are representatives from the group of heavy elements with $Z$ greater than 70. Almost always lead is present in the set of synthesized elements.

6. Taking into account the entire set of data obtained by the XRMPA method, it can be argued that in each individual experiment on the irradiation of gamma-quanta of palladium in condensed gases there is no significant difference in the distribution of chemical elements for the parts of the reaction chamber: the input window, sleeve, collector, manganin foil, and particles.

7. The most impressive experiments are the experiments with irradiation of palladium in a condensed deuterium atmosphere. In these experiments such elements as titanium ($^{47}$Ti), silver ($^{107}$Ag) and lead ($^{207}$Pb), were synthesized in macroquantity. The isotopic composition of lead in the range of measurement errors corresponds to the natural ratio of isotopes.

8. In the experiment with condensed helium such inert gases as neon and argon were recorded at the sleeve and at the particles. These elements do not form chemical compounds, so they could be synthesized and stored only inside and in the surface layers of the sleeves and particles.

9. In the experiments with condensed hydrogen and deuterium, radioactive elements were registered: protactinium ($^{239}$Pa) and, possibly, curium ($^{246}$Cm) [42]. With a high degree of probability, these chemical elements were synthesized directly as a result of nuclear reactions.

10. The distributions of the synthesized chemical elements in the experiments with palladium...
and tin in condensed hydrogen differ little in character from each other (Fig. 22 and Fig. 26).  

11. The distributions of synthesized chemical elements in the experiments on the irradiation of high-pressure chambers filled by condensed gases, with and without palladium, have a similar character [39].

A trivial explanation for the appearance of all “extraneous” chemical elements registered in experiments is their uncontrolled introduction into the internal volume of the reaction chambers during the process of filling the chambers with condensed gases. However, in addition to the fact that special measures were taken to eliminate the importation of “extraneous” chemical elements, special, “background” experiments were carried out to test this assumption: a) after several procedures for filling the reaction chamber with deuterium and evacuating it, the chamber was opened without irradiation; b) in the following experiment, the Pd-sample was held in the chamber for $10^5$ s without irradiation at a deuterium pressure of 20 kbar; c) separately, irradiation was carried out at an electron energy of 10 MeV for an empty chamber with all internal sleeves and collectors. The chamber between the exposures was constantly pumped out to the pressure $10^{-5}$ Pa. The exposure time was $2 \cdot 10^5$ s, for the average electron beam current $1.2 \cdot 10^{14}$ s$^{-1}$; d) in another experiment, a chamber filled with deuterium at the pressure 60 bar with a palladium cylinder of $\Omega 4.9 \times 8$ mm$^3$ in size was irradiated for $1.3 \cdot 10^5$ s, with an average electron beam current of $1.1 \cdot 10^{18}$ s$^{-1}$. Palladium was 99.997% pure. This experiment was aimed at the synthesis of chemical elements under reduced pressure of deuterium, which is compared to other experiments where the pressure of deuterium was 1.2 and 3 kbar [1-3, 7-10]. In all cases, the studies of the internal sleeves, collectors and the surface of the palladium cylinder made by SEM and XRMPA showed the absence of new synthesized structures and different elemental compositions in them.

Consequently, the appearance of “extraneous” elements in the internal volume of the reaction chambers, with a high degree of probability, is determined by non-nuclear interaction of gamma radiation in the atmosphere of condensed gases and with metal atoms surrounding the gas [43]. The interaction of gamma quanta with an energy up to 10 MeV with a substance is characterized by: the photoelectric effect, the Compton effect, and the production of electron-positron pairs. All three effects lead to the formation of electrons and positrons with the energies < 10 MeV which ionize the gas atoms and atoms of the materials surrounding the gas. Thus, a dense plasma with a high electron temperature is created in the irradiated volume. Consequently, the production of “extraneous” elements in the chamber is associated with the creation in its volume of a non-equilibrium dense plasma.

There are two nontrivial possibilities for the appearance of chemical elements. One of them is connected with the hypothesis of “plasma diffusion” of already existing impurity elements from the depth of materials surrounding the gas to the interface between two media: solid state and gas. In this case, the density of atoms in the gas must be comparable with the density of the solid. The second possibility is associated with the hypothesis of the emergence in dense plasma of conditions for the multinuclear fusion of several atomic nuclei into a common compound with its subsequent multinuclear fission into other fragment nuclei [43], i.e. implementation of low-energy nuclear reactions.

Indeed, strictly speaking, trace amounts of practically all elements, including radioactive elements, can be found in all metal alloys. Therefore, if there were a mechanism of “plasma diffusion” of impurity chemical elements from the depth of materials onto their surface with the obligatory presence of condensed gases, then this could somehow explain the appearance of “extraneous” elements, though in nano- and micro-quantities. But such a mechanism is unknown.

The introduction stated that one of the motivations in the formulation of the experiments discussed here was the implementation of cold fusion reactions for a palladium-deuterium pair. It is noteworthy that the most impressive experiments are experiments, just with the irradiation of palladium in a condensed deuterium atmosphere. In these experiments, such chemical elements as titanium, silver and lead were synthesized in macroquantities. From scientific literature it is known that cold nuclear fusion reactions are accompanied by transmutation reactions – the transformation of some chemical elements into others. Consequently, in our experiments with a palladium-deuterium
pair, gamma-stimulated reactions of the cold fusion produce the energy necessary for transmutation reactions. In the experiments using other gases: hydrogen and helium, and in the experiments with pure gases, transmutation reactions occur directly. As was already mentioned, the intensity of cold fusion reactions increases with increasing number of deuterium atoms per palladium atom. It is curious that nanoclusters of 6-7 nm size are formed near the metal surfaces, simply as a result of heating the sample to a temperature of 300-400°C! Such nanoclusters levitate over a metal surface [44]! If cold fusion reactions occur in the volume of nanoclusters formed by any method, then due to the bombardment of metal surface by the reaction products, the metal surface is locally heated, and both additional local defects and new nanoclusters are produced on this surface. The “hot” defects and nanoclusters which emerge can become centers for the formation of solid structures and for the synthesis of “extraneous” chemical elements in low-energy nuclear transmutation reactions.” [45, c. 128]. It seems that we register such processes in our experiments.

8. CONCLUSION
This article provides an overview of eight years of experimental work on the synthesis of chemical elements from the gas phase of deuterium, hydrogen and helium in the presence of metallic palladium during long-term γ-irradiation of gases under high pressure. Numerous data have been obtained on the synthesis of a wide range of chemical elements from carbon to lead. Preliminary hypotheses are proposed for the synthesis of chemical elements under the experimental conditions.

Based on the assumptions made, it is necessary to conduct new experiments that can confirm or disapprove both the results obtained and the indicated hypotheses.
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Abstract. A theoretical analysis is performed of transmission of optical signals in a fiber-optic link with external light intensity modulation by an electro-optic dual-drive Mach-Zehnder modulator and direct detection of the signals. The most general analytical expressions are obtained for the optical signals at the output from the modulator and at the receiving end of the fiber-optic link. Special attention is paid to the single-sideband-with-carrier (SSB+C) and the double-sidebands-with-suppressed-carrier (DSB+SC) modulation formats. A family of new SSB+C modulation formats of dual-drive Mach-Zehnder modulator is determined. Within the framework of linear approximation, the explicit expressions for SSB+C and DSB+SC optical signals are obtained. Transmission of such signals without dispersion-induced power degradation is clearly demonstrated.
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1. INTRODUCTION
Analog fiber-optic transmission systems remain in demand for various applications. Among them: on-board fiber-optic networks, antenna systems remote from the control and signal processing points, signal distribution systems for either on-board radars or ground-based radars with phased antenna arrays, radio-over-fiber systems, CATV networks, remote
cellular antenna service systems and many others. Standard fiber-optic link includes a transmitter, which converts an input electrical signal into a signal of intensity modulation of light produced by a semiconductor laser, transportation of the optical signal over a fiber and, finally, direct detection of the signal by a photodiode at the receiving end of the fiber. There are two basic schemes for the light intensity modulation, which compete with regard to simplicity and performance. The first scheme uses direct intensity modulation, which can be produced by varying the drive current of the semiconductor laser. Unfortunately, this current variation not only modulates the laser light intensity, but induces a parasitic optical frequency modulation, the effect which is referred to as frequency chirp.

The second scheme was proposed as a solution to the problem of chirp. This scheme employs external intensity modulation of the laser light by a balanced electro-optic Mach-Zehnder modulator (MZM), which produces the chirp-free optical signals. Unfortunately, the fiber-optic link with balanced MZM suffers from severe degradation of light intensity modulation response. At certain modulation frequencies, transmission of the optical signals is completely suppressed. Such behavior is typical, for the fiber-optic link with externally modulated 1550 nm laser light source and standard single-mode optical fiber. It is caused by chromatic dispersion of the group velocity of electromagnetic waves in the fiber.

As an optical signal is transported over a fiber, the different spectral components of modulated electromagnetic wave are traveling, due to dispersion, with different velocities. As a consequence, they form at the fiber output a superposition of waves with the phase relationships which differ from that of in the input signal. This leads to a distortion of the transmitted signal. At first approximation, the detected signal of light intensity at the modulation frequency can be regarded as a result of interference of two waves of beats between the first order and the minus first order sidebands and the carrier electromagnetic wave. At the receiving end of the fiber these beating waves acquire, because of dispersion, different phase shifts, the magnitude of which depends on the modulation frequency. In particular, at certain modulation frequencies, these waves turn out to be in opposite phases, so that destructive interference occurs and the output signal is completely suppressed. Such a modulation format is referred to as the double-sideband-with-carrier (DSB+C) modulation.

To overcome the dispersion-induced power degradation, a special modulation format is used to generate optical single-sideband signals containing only one of the two spectral sidebands near to the carrier. It is referred to as the single-sideband-with-carrier (SSB+C) modulation format. In the absence of second sideband, the single wave of beats simply does not have a pair for the interference.

Another possibility is to use the double-sidebands-with-suppressed-carrier (DSB+SC) modulation format. In this case, there are no two waves of beats between the sidebands and the carrier, due to absence of the latter. Accordingly, the signal of light intensity results from the beats between the upper and the lower sidebands. The beat frequency is twice the modulation frequency. Since only single wave of beats occurs, DSB+SC optical signal is not affected by the dispersion-induced power degradation.

Various techniques for generating such optical signals have been repeatedly discussed in the literature. For instance, to eliminate one of the two spectral sidebands and, thus, to obtain SSB+C modulation signal, the frequency filtering was employed in [1-3]. In some schemes, special operation modes of a dual-drive electro-optic Mach-Zehnder modulator [4, 5] or an electro-absorption modulator [6-8] were employed. In others, direct modulation of a injection-locked semiconductor laser was used [9-12].
The carrier wave suppression techniques for generation of DSB+SC signals of double modulation frequency were considered in [13-17], and further development of these techniques with the aim of obtaining the 4-tupled frequency signals was proposed in [18-21], the 6-tupled frequency signals in [22], the 8-tupled signals in [23], the 12-tupled signals in [24-26] and the 16-tupled signals in [27].

Evolution of the methods for generating SSB+C optical signals has led to development of the single-sideband-with-suppressed-carrier (SSB+SC) modulation format [28-31]. The main advantages of this format are in improved spectral and energy efficiency of signal transmission and in tolerance to dispersive signal distortions. The disadvantages include significant complication of the processes of signal generation and detection. In order to demodulate SSB+SC signal, an additional copy of the carrier wave is necessary to have at the receiving end of the fiber-optic link, since the original carrier, according to the format name, is not transmitted over the fiber. The photodetector registers the signal of beats between the local carrier and the sideband received over the fiber.

The most effective and simplest way of generating the optical signals free of dispersion-induced power degradation is the use of dual-drive electro-optic Mach-Zehnder modulator [4, 5]. Study of the operation modes of such a modulator in a fiber-optic link was carried out by many authors. In some works [32], the calculations are limited to small-signal approximation, which involves into consideration only two harmonics at the fundamental frequency. A more general analysis, which takes into account an entire spectral composition, was performed in [33]. However, the results of this analysis are presented in the form of infinite series. This drawback was overcome in [34], where summation of the series was performed and more compact expressions were obtained (a generalization to a modulator with asymmetric arms is presented in [35]). Nevertheless, the obtained formulas are still cumbersome and hard to engineering perception. Matching of these formulas with more simple expressions, obtained in the small signal approximation, is difficult, since the calculations were performed separately for even and odd spectral components.

In this paper, we will obtain the most general analytical expressions for optical signals at the output from the modulator and at the receiving end of a fiber-optic link. Despite the entire spectral composition of the signals is taken into account, the final formulas are quite compact and make it possible straightforward matching with the approximate expressions for a small modulation depth. Based on the performed calculations, a family of new SSB+C modulation formats will be determined. Within the framework of linear approximation, the explicit expressions for SSB+C and DSB+SC optical signals will be obtained and the transmission of such signals without dispersion-induced power degradation will be clearly demonstrated.

2. ELECTRO-OPTIC MACH-ZEHNDER MODULATOR
2.1. Electro-optic effect
Electro-optic modulators are widely used in modern optical communication systems. The physics behind the operation of such modulators is the electro-optic Pockels effect. In a broad sense, the electro-optic effect [36] consists in changing the optical properties of some materials in response to applying a constant or slowly varying (compared to the frequency of the light) electric field. In particular, certain materials change their refractive index when subjected to an electric field. For classification of the electro-optic effect, we expand the dependence of refractive index $n$ on electric field strength $\hat{E}$ in a power series

$$n = n_0 + a_1 \hat{E} + (a_2 / 2)\hat{E}^2 + \ldots,$$ (1)
where $a_n = (d^n n / d\hat{E}^n)_{\hat{E}=0}$. If the third term can be neglected, then $n$ is a linear function of the electric field strength $\hat{E}$ (Pockels effect). The linear electro-optic effect can occur only in the crystals with non-centrosymmetric lattice. Among them: potassium dihydrogen phosphate $\text{KH}_2\text{PO}_4$ (KDP), barium titanate $\text{BaTiO}_3$, lithium niobate $\text{LiNbO}_3$, lithium tantalate $\text{LiTaO}_3$ and $A^{\text{III}}B^{\text{V}}$ semiconductors, such as gallium arsenide – GaAs, indium phosphide – InP and others.

Lithium niobate, gallium arsenide and indium phosphide are the most often materials used for manufacturing of Mach-Zehnder modulators. If the coefficient $a_1 = 0$, the quadratic dependence of the refractive index $n$ on the electric field strength $\hat{E}^2$ is advanced to the forefront (Kerr effect).

In crystal optics, it is assumed to consider, instead of (1), a series

$$\frac{1}{n^2} = \frac{1}{n_0^2} + r\hat{E} + \xi \hat{E}^2 + \ldots,$$

where electro-optic coefficients $r = -2a_1 / n_0^3$ and $\xi = -a_2 / n_0^3$ are known as Pockels and Kerr coefficients, respectively. Typical values of Pockels coefficients $r$ are in the range of $10^{-12} \div 10^{-10}$ $m/V$, and typical values of the Kerr coefficients $\xi$ are $10^{-18} \div 10^{-14}$ $m^2/V^2$ in solid-state materials and $10^{-22} \div 10^{-19}$ $m^2/V^2$ in liquids.

Lithium niobate is the most popular and widely used material exhibiting linear electro-optic effect [37]. It is optically transparent in the wavelength range of 400–5000 nm. Lithium niobate is an uniaxial crystal, this crystallographic axis is usually denoted by the letter $Z$. Lithium niobate is anisotropic crystal – its Pockels coefficient depends on the direction of the external electric field strength and on the direction of propagation and polarization of the light wave. The Pockels effect in lithium niobate is most pronounced when the external electric field is directed along the $Z$-axis of the crystal (the Pockels coefficient is 30 $\text{pm}/V$) and the electromagnetic wave propagates along the crystallographic $Y$-axis with polarization in the $ZY$ plane. For the manufacture of Mach-Zehnder modulators, monocryalline lithium niobate plates, cut perpendicularly to one of the crystallographic axes are used. The most widespread are two types of modulators: with $Z$-cut plates and $X$-cut plates.

Organic polymers occupy a special position among electro-optic materials [38]; they have a number of advantages over inorganic crystals. Polymers differ in chemical diversity, relative simplicity of synthesis, ease of processing, and high values of electro-optic coefficients. If in inorganic crystals, the Pockels coefficient varies in the range of $1 \div 100$ $\text{pm}/V$, then for organic polymers it reaches the values of $100 \div 500$ $\text{pm}/V$.

The electro-optical properties of polymers are due to chromophores, which are special organic molecules that have an electric dipole moment. Chromophores can be introduced into polymer matrix either as impurities or as a part of the side or main chain of the polymer material. In order for the polymer becomes non-centrosymmetric and, thus, is capable to exhibit the electro-optic Pockels effect, it is subjected to so-called poling. During this process, the polymer is heated to a high temperature, at which local mobility of the chromophores and segments of the polymer chains appears. Then the polymer is placed in a strong electric field. In this field, the electric dipole moments of the chromophores become oriented in the direction of the vector of electric field strength. Further, the polymer is cooled without turning off the electric field, and, thereby, a material with “frozen” macroscopic polarization is obtained. For electro-optic devices, polymeric materials are used with a long-term orientation conservation of the chromophore dipoles in the polymer matrix.

The electro-optic effect is practically non-inertial. In inorganic crystals, the response time for Pockels effect consists $10^{-10} \div 10^{-11}$ s, and in polymer materials $10^{-12} \div 10^{-13}$ s. Thus,
the upper limit for the modulation frequency of the refractive index can reach hundreds of gigahertz for inorganic crystals, and for electro-optic polymers it falls into a terahertz frequency range.

Electro-optic modulators according to the scheme of the Mach-Zehnder interferometer [39-41] are the most widely used in fiber-optic transmission systems. The operation of such modulators is based on the transverse Pockels effect (the external electric field is perpendicular to the direction of light propagation), and lithium niobate is usually used as a material.

2.2. OPERATION PRINCIPLE OF THE ELECTRO-OPTIC MACH-ZEHNDER MODULATOR

A schematic diagram of Mach–Zehnder modulator is shown in Fig. 1. The modulator includes a system of optical waveguide channels with single input and single output, which are formed on a monocrystalline lithium niobate substrate by thermal diffusion of titanium. The input optical channel splits into two independent waveguides, providing a spatial separation of the input laser radiation into two light beams, which, then, are combined together in the output channel. The drive electrodes are mounted on the substrate. A voltage, applied to the electrodes, creates an electric field, which penetrates into the waveguides cross sections. This field changes the optical path length of the waveguides. The drive voltages $U_1$ and $U_2$ govern the phase shifts $\varphi_1$ and $\varphi_2$, acquired each of the light waves on passing through their own waveguides.

The input electromagnetic wave with the frequency $\omega_0$ and the amplitude $E_0$ is split in the modulator with symmetric waveguide geometry into two waves of equal amplitude $E_0/2$. At the modulator output we obtain

$$E_{\text{out}} = \left(\frac{E_0}{2}\right) \exp(i\omega_0 t + \varphi_1) + \left(\frac{E_0}{2}\right) \exp(i\omega_0 t + \varphi_2) =$$

$$= E_0 \exp(i\omega_0 t) \cos[(\varphi_1 - \varphi_2)/2] \exp[i(\varphi_1 + \varphi_2)/2].$$

Since the output light intensity $P_{\text{out}}$ is proportional to $|E_{\text{out}}|^2$ then

$$P_{\text{out}} = P_0 \cos^2[(\varphi_1 - \varphi_2)/2].$$  \hspace{1cm} (4)

Varying the drive voltages $U_1$ and $U_2$ leads to a modulation of the light intensity at the output of the modulator, and the corresponding electromagnetic wave (3) proves to be modulated, in general, not only in amplitude, but also in phase. Thus, the optical signal at the output of the modulator suffers from a frequency chirp. In a particular case, when $\varphi_1 = -\varphi_2$, the phase modulation of the light electromagnetic wave disappears and the modulator operates in a mode of amplitude modulation without chirp. If $\varphi_1 = \varphi_2$, then there is no amplitude modulation, and the modulator operates in a mode of phase modulation.

The mode of chirp-free amplitude modulation can be achieved with antiphase variation of the controlling electric fields strength in the channel waveguides. This can be ensured by a special arrangement of the electrodes with an employment of single drive electrode common to both waveguides. Such a modulator is called as a single-drive or balanced Mach-Zehnder modulator.

2.3. BALANCED MACH-ZEHNDER MODULATOR

A schematic diagram of the balanced MZM is shown in Fig. 2, and its cross-section – in Fig. 3. Such a modulator automatically provides antiphase changes in the strength vectors of controlling electric fields in channel waveguides. Due to linearity of Pockels effect, the signs of the refractive index changes in the channel waveguides will be opposite to each other. In order for the controlling electric field strength to be directed along the Z-axis (direction of the strongest Pockels effect),
the X-cut lithium niobate crystals are used as a substrate.

With the help of (1) the relation between the drive voltage \( U \) and the phases \( \varphi_1 \) and \( \varphi_2 \) can be written as

\[
\varphi_1 = \frac{2\pi l}{\lambda_0} n_0 + \frac{2\pi l}{\lambda_0} a_0 \alpha U, \tag{5}
\]

\[
\varphi_2 = \frac{2\pi l}{\lambda_0} n_0 - \frac{2\pi l}{\lambda_0} a_0 \alpha U, \tag{6}
\]

where \( \lambda_0 \) is the wavelength of light, \( l \) is the length of channel waveguides of the modulator. It is assumed that the strengths of the controlling electric fields in the cross sections of the waveguides are proportional to the applied voltage \( U \), and the coefficient of proportionality \( \alpha \) is the same for each channel and depends only on the geometry of the electrodes location. Such an assumption is justified only when the modulator electrodes are arranged symmetrically relative to the channel waveguides. The minus sign in the relation (6) is due to the fact that the electric fields strength vectors in the waveguides are directed oppositely (see Fig. 3). Due to linearity of the Pockels effect, the reversal in direction of the applied electric field, results in the reversal in sign of the refractive index change.

For the quantitative characteristics of the Pockels effect, the voltage \( U = U_x \) is used, at which the phase difference between (5) and (6) will be equal to \( \pi \). With such a voltage, the electromagnetic waves at the interferometer output cancel each other and the light intensity becomes equal to zero. The voltage \( U_x \) is specific to each device and it is called the half-wave voltage of the modulator or the switch-off voltage. With this parameter, the electromagnetic wave (3) takes the form

\[
E = E_0 \exp(i\omega_0 t + \varphi_0) \cos \left( \frac{\pi U}{2 U_x} \right), \tag{7}
\]

and the intensity of light (4) at the output of the modulator can be written as (we neglect the insertion loss)

\[
P_{\text{out}} = P_0 \cos^2 \left( \frac{\pi U}{2 U_x} \right). \tag{8}
\]

The plot of the relative intensity \( P_{\text{out}}/P_0 \) versus the normalized voltage \( U/U_x \) is shown in Fig. 4. It is called the transfer function of modulator. It can be seen from the figure that small voltage modulations near the operating points with \( U = \pm U_x/2 \) should lead to a linear modulation of the light intensity. The choice of the operating point of modulator is achieved with the help of a constant bias voltage, which introduces an additional controlled phase shift between the

---

**Fig. 2.** Schematic diagram of the balanced Mach–Zehnder modulator.

**Fig. 3.** Cross-section of the balanced Mach–Zehnder modulator.

**Fig. 4.** Plot of the relative light intensity \( P_{\text{out}}/P_0 \) at the output of modulator versus the normalized drive voltage \( U/U_x \). Transfer function of modulator.
light waves in the arms of the interferometer. To ensure biasing, a separate set of electrodes is usually used (see Fig. 2).

One of the main requirements to operation of the Mach-Zehnder modulator is the minimum of introduced nonlinear distortions. It is necessary for use in transmission systems with high sensitivity and large dynamic range. In general, the conversion of an electrical signal into an optical one with the help of Mach-Zehnder modulator is non-linear. Indeed, let the total drive voltage $U$ (taking into account the bias voltage) be harmonically modulated

$$U / U_0 = u_b + u_0 \cos(\omega_m t + \varphi_m)$$  \hspace{1cm} (9)

with normalized bias voltage $u_0$, normalized modulation amplitude $u_0$, modulation frequency $\omega_m$ and initial phase $\varphi_m$. Then, the electromagnetic wave (7) at the output of the modulator can be represented as a spectral sum

$$E = E_0 e^{i(\omega_0 t + \varphi_0)} \sum_{n=-\infty}^{+\infty} C_n e^{i(\omega_n t + \varphi_n)}$$  \hspace{1cm} (10)

with the coefficients

$$C_n = \cos\left(\frac{\pi u_b}{2} + n \frac{\pi}{2}\right) J_n(\pi u_0/2).$$  \hspace{1cm} (11)

The spectral representation of the light intensity modulation signal (8) at the output of the modulator,

$$P_{\text{out}} = \frac{P_0}{2} \left[1 + \sum_{n=-\infty}^{+\infty} \cos\left(\pi u_b + n \frac{\pi}{2}\right) J_n(\pi u_0) e^{i(\omega_n t + \varphi_n)}\right]$$  \hspace{1cm} (12)

reveals the presence not only the first order harmonics at the fundamental frequency $\omega_m$ but also all the higher order harmonics. Here $J_n$ is the Bessel function of the first kind of order $n$.

The degree of non-linearity can be reduced by selecting the operating point of modulator. Indeed, at the normalized bias voltages $u_b = m + 1/2$, where $m = 0, \pm 1, \pm 2, \pm 3, ..., \text{(so called quadrature operating points)}$ all the even harmonics in (12) disappear and only the fundamental harmonics at the modulation frequency $\omega_m$ and all the higher odd harmonics of this frequency are present in the output optical signal. The power of these harmonics at the normalized voltage amplitude, for example, $u_0 = 1/2$ (this corresponds to 100% depth of modulation at the normalized bias voltage $u_0 = \pm 1/2$) are proportional to $J_1(\pi/2) = 0.567$, $J_3(\pi/2) = 6.894 \times 10^{-2}$ and $J_5(\pi/2) = 2.240 \times 10^{-3}$, so that the power of the third harmonic amounts to $-9.15$ dB of the fundamental harmonic power, whereas the power of the fifth harmonic is $-24.03$ dB. At a smaller signal modulation with $u_0 = 1/4$ we obtain $J_1(\pi/4) = 0.363$, $J_3(\pi/4) = 9.696 \times 10^{-3}$, $J_5(\pi/4) = 7.566 \times 10^{-3}$, so that the third and the fifth harmonic powers are only $-15.73$ dB and $-36.8$ dB, accordingly. One can see, therefore, that at $\pi u_0 < 1$ we can restrict ourselves only by the fundamental harmonics. In this approximation, the power of the output optical signal is reduced to

$$P_{\text{out}} = P_0 \left[1 + (-1)^{n+1} J_n(\pi u_0) \cos(\omega_m t + \varphi_m)\right],$$  \hspace{1cm} (13)

and it is worth noting that at even $m$ the signal of light intensity modulation is in opposite phases with the drive voltage signal (9), whereas at odd $m$ these signals are in-phase. Taking for definiteness that $u_b = \pm 1/2$, which gives the minimum magnitude of the bias voltage, we obtain

$$P_{\text{out}} = \frac{P_0}{2} \left[1 + \pi u_0 \cos(\omega_m t + \varphi_m)\right],$$  \hspace{1cm} (14)

where it is taken into account that in the region $\pi u_0 < 1$, one can accept $J_n(\pi u_0) \approx \pi u_0^n/2$. Thus, the quadrature biased balanced Mach-Zehnder modulator provides a chirp-free amplitude modulation of the carrier wave with the minimal non-linear distortions of the light intensity modulation signal.

2.4. Dual-drive Mach-Zehnder modulator

The Mach-Zehnder modulator can be designed to have two separate signal electrodes and to control the electric fields in the arms of the interferometer independently of each other. A schematic diagram of such a modulator is shown in Fig. 5, and its cross-section – in Fig. 6. It is called a dual-drive MZM. Here, to achieve
maximum electro-optic effect, the Z-cut lithium niobate crystals are used as a substrate.

It is worth noting that a buffer dielectric layer is coated between the electrodes and the substrate surface, as shown in Fig. 3, 6. In the case of Z-cut modulator, the presence of this layer is obligatory, since the electromagnetic field of an optical wave, goes, as a rule, beyond the channel waveguide and in the absence of the dielectric layer between the crystal surface and the metal, a strong attenuation of the optical radiation appears due to large losses in metal electrodes. In the case of X-cut modulator, the buffer layer is used to better matching between the speed of the traveling microwaves of driving voltage and the speed of light in the channel waveguides. Such speed matching plays a key role in increasing the frequency modulation bandwidth.

Despite the high modulation rate of the refractive index (about of 100 GHz) inherent in lithium niobate, the operating frequency range of the Mach-Zehnder modulators is much smaller because of a number of physical limitations. To understand these limitations, we note that the typical magnitudes of changes in the refractive index caused by the driving electric field are much smaller than the refractive index itself. Therefore, to achieve effective modulation, one has to either increase the driving voltage or increase the interaction length of the electrical and optical fields in the channel waveguides. Large electric voltages are undesirable because they lead to an increase in non-linear distortion of the optical signal. An increase in the interaction length is achieved by using the traveling-wave electrodes, in which the electric signal propagates in the same direction as the optical wave. In this case, it is necessary that the speeds of light and the traveling electric wave coincide. It is the mismatch between the phase velocities of microwaves and optical waves that determines the practical limit of the modulation bandwidth. Reducing the mismatch is achieved by decreasing the effective dielectric constant with the help of the buffer dielectric layer between the electrodes and the substrate, which leads to an increase in the phase velocity of the microwaves. In addition, the design optimization of the modulator electrodes, aimed at reducing the attenuation of microwaves, also contributes to an increase in the effective interaction length. As a result, in modern modulators based on lithium niobate crystals, the –3 dB modulation bandwidth amounts to 30-50 GHz. In the polymer-based modulators with inherent faster Pockels effect the bandwidth reaches 100 GHz and more.

Dual-drive Mach-Zehnder modulator provides a wide variety of modulation formats. In particular, it can operate in a mode of the balanced modulator, if the signal electrodes are supplied with the same, but antiphase voltage.

3. MODULATION FORMATS OF DUAL-DRIVE MACH-ZEHNDER MODULATOR

We consider in more detail the operation of a dual-drive Mach-Zehnder modulator. Let us apply to signal electrodes the driving...
voltages \( U_1 = U_0 \cos(\omega_m t + \varphi_{m1}) \) and \( U_2 = U_0 \cos(\omega_m t + \varphi_{m2}) \) with the equal frequencies \( \omega_m \), the equal amplitudes \( U_0 \), but with different initial phases \( \varphi_{m1} \) and \( \varphi_{m2} \). The operating point can be selected by applying to the bias electrodes an equal constant voltage \( U_b \) with opposite polarity (see Fig. 5). Such a voltage produces the equal in magnitude, but opposite in sign, phase shifts of light waves in the arms of the interferometer. When \( U_b = U_x \) the modulator does not pass the light, since the corresponding electromagnetic waves are in antiphase and cancel each other at the output from the modulator. As a result, the phases of electromagnetic waves in the arms of the interferometer can be written as

\[
\varphi_1 = \varphi_0 + \pi U_b / 2 U_s + \pi U_1 / 2 U_s \\
\varphi_2 = \varphi_0 - \pi U_b / 2 U_s + \pi U_2 / 2 U_s
\]

or at

\[
\varphi_1 = \varphi_0 + \pi U_b / 2 U_s + \pi U_1 / 2 U_s \\
\varphi_2 = \varphi_0 - \pi U_b / 2 U_s + \pi U_2 / 2 U_s
\]

and the electromagnetic light wave at the exit of the modulator is

\[
E = E_0 \exp(i\omega_0 t + \varphi_0) \cos \left( \frac{\pi}{2} \left( \frac{U_b + U_1 - U_2}{U_s} \right) \right) \exp \left( \frac{i \pi U_1 + U_2}{4 U_s} \right).
\]

The spectral representation of the wave (17) can be written as a sum

\[
E = E_0 e^{i(\omega_0 t + \varphi_0)} \sum_{n=-\infty}^{+\infty} C_n e^{i(\omega_{n1} + \varphi_{m1} + \varphi_{m2})/2}
\]

with the coefficients

\[
C_n = i^n J_n(\pi u_b / 2) \cos \left( \frac{\pi u_b + n}{2} \frac{\varphi_{m1} - \varphi_{m2}}{2} \right),
\]

where normalized variables \( u_b = U_b / U_s \) and \( u_0 = U_0 / U_s \) are introduced again. Accordingly, the spectral representation of the signal of light intensity modulation at the output of the modulator is

\[
P_{out} = \frac{P_0}{2} \left[ 1 + \sum_{n=-\infty}^{+\infty} i^n J_n(\pi u_0 \sin(\varphi_{m1} - \varphi_{m2}) / 2) \times \right.

\[
\left. \cos \left( \pi u_b + n \frac{\pi}{2} e^{i(\omega_{n1} + \varphi_{m1} + \varphi_{m2})/2} \right) \right].
\]

With an antiphase variation of the signal voltages, when \( \varphi_{m1} - \varphi_{m2} = \pm \pi \), the dual-drive modulator switches to an operation mode of the balanced modulator, and formulas (18) ÷ (20), as it should be, turn into (10) ÷ (12).

We consider the modulation formats that are most commonly used in analog transmission systems.

### 3.1. Double-sideband-with-carrier (DSB+C) MODULATION FORMAT

The format parameters: \( \varphi_{m1} = \varphi_m, |\varphi_{m1} - \varphi_{m2}| = \pi, u_b = \pm 1/2, \pi u_0 < 1 \). Dual-drive modulator operates in a mode of the quadrature biased balanced modulator. The signal of intensity modulation (20) contains only odd harmonics. At small modulation depths, the optical signal is described by the function

\[
P = \frac{P_0}{2} [(1 \mp \pi u_0 \cos(\omega_m t + \varphi_m))],
\]

and the corresponding electromagnetic wave (17) does not suffer from the frequency chirp, it has a spectral composition (19) and contains three main spectral components: the carrier wave with the amplitude \( C_0 = 1/\sqrt{2} \) and two sidebands with the amplitudes \( C_1 = C_1 = i(\pi u_0 / 4)C_0 \) at \( \varphi_{m1} - \varphi_{m2} = \pm \pi \), \( u_b = -1/2 \), or at \( \varphi_{m1} - \varphi_{m2} = -\pi \), \( u_b = +1/2 \); and with the amplitudes \( C_1 = C_1 = -i(\pi u_0 / 4)C_0 \) at \( \varphi_{m1} - \varphi_{m2} = \mp \pi \), \( u_b = -1/2 \), or at \( \varphi_{m1} - \varphi_{m2} = \pm \pi \), \( u_b = +1/2 \). As it should be, the expression (21) is obviously matched to (14).

### 3.2. Single-sideband-with-carrier (SSB+C) MODULATION FORMAT

From (19) it is easy to see that the condition that the harmonic with, for example, \( n = -1 \) disappears from the light wave spectrum looks like

\[
u_b - \frac{\varphi_{m1} - \varphi_{m2}}{\pi} = (2p + 1), \quad p = 0, \pm 1, \pm 2, \ldots
\]

Taking into account that the range of the bias voltage \(-1 \leq u_b \leq 1\) exhausts all kinds of operating points of modulator, and the interval \(-1 \leq (\varphi_{m1} - \varphi_{m2}) / \pi \leq 1\) gives all possible phase differences of driving voltages, we obtain, instead of (22), the condition
lead to suppression of all even harmonics of the intensity modulation signal. Thus, in this case the nonlinear distortions of the signals at the output of the modulator are minimal. Another interesting example [42] is the format \( u_b = -1/3, \) \( (\varphi_{m1} - \varphi_{m2})/\pi = +2/3, \) or \( u_b = +1/3, \) \( (\varphi_{m1} - \varphi_{m2})/\pi = -2/3 \) for which not only the harmonic \( n = -1 \) disappears but also the harmonic \( n = +2. \) And if one selects the following modulation parameters \( u_b = -1/3, \) \( (\varphi_{m1} - \varphi_{m2})/\pi = -2/3, \) or \( u_b = +1/3, \) \( (\varphi_{m1} - \varphi_{m2})/\pi = +2/3 \) the harmonics \( n = +1 \) and \( n = -2 \) disappear simultaneously. It is seen, that in this case the modulation becomes "single-sideband" with regard to not only the fundamental, but also to the second harmonic. As a result, we should expect a decrease in nonlinear distortions of the signal transmission over dispersive fiber.

As an illustration, we consider a few examples in more detail. Let the modulation format \( \varphi_{m1} = \varphi_m, \varphi_{m2} = \varphi_m + \pi/2, u_b = \pm 1/2, \) then the optical intensity modulation signal is described in linear approximation by the function

\[
P_{out} = \frac{P_0}{2} \left[ 1 + \frac{\pi u_0}{\sqrt{2}} \cos \left( \omega_m t + \varphi_m - \frac{\pi}{4} \right) \right],
\]

Table 1 presents examples of the single-sideband modulation formats obtained with the help of the requirements (23), (24). Some of them are well known. For instance, the format \( u_b = \pm 1/2, (\varphi_{m1} - \varphi_{m2})/\pi = \pm 1/2 \) was historically the first proposed single-sideband optical modulatiion format [4, 5]. Another format with \( u_b = \pm 1/3, (\varphi_{m1} - \varphi_{m2})/\pi = \pm 2/3 \) was proposed relatively recently [42].

Not all formats included in the family (23), (24) are equivalent. From (20), for example, one can see that the choice of the quadrature operating points \( u_b = \pm 1/2 \), located on linear segment of the modulator transfer function,

\[
|u_b - \frac{\varphi_{m1} - \varphi_{m2}}{\pi}| = 1.
\]

Similarly, the condition that the harmonic with \( n = +1 \) disappears is determined by the equality

\[
|u_b + \frac{\varphi_{m1} - \varphi_{m2}}{\pi}| = 1.
\]

It should be noted that at \( u_b = 0 \) and fulfillment of the above conditions (23) or (24), all the odd harmonics are completely disappeared together with the harmonics \( -1 \) or \( +1 \). At \( u_b = \pm 1 \) and fulfillment of the condition (23) or (24), modulation of light intensity does not occur. These extreme cases should be excluded from the consideration.

Table 1 presents examples of the single-sideband modulation formats obtained with the help of the requirements (23), (24). Some of them are well known. For instance, the format \( u_b = \pm 1/2, (\varphi_{m1} - \varphi_{m2})/\pi = \pm 1/2 \) was historically the first proposed single-sideband optical modulatiion format [4, 5]. Another format with \( u_b = \pm 1/3, (\varphi_{m1} - \varphi_{m2})/\pi = \pm 2/3 \) was proposed relatively recently [42].

Not all formats included in the family (23), (24) are equivalent. From (20), for example, one can see that the choice of the quadrature operating points \( u_b = \pm 1/2 \), located on linear segment of the modulator transfer function, lead to suppression of all even harmonics of the intensity modulation signal. Thus, in this case the nonlinear distortions of the signals at the output of the modulator are minimal. Another interesting example [42] is the format \( u_b = -1/3, \) \( (\varphi_{m1} - \varphi_{m2})/\pi = +2/3, \) or \( u_b = +1/3, \) \( (\varphi_{m1} - \varphi_{m2})/\pi = -2/3 \) for which not only the harmonic \( n = -1 \) disappears but also the harmonic \( n = +2. \) And if one selects the following modulation parameters \( u_b = -1/3, \) \( (\varphi_{m1} - \varphi_{m2})/\pi = -2/3, \) or \( u_b = +1/3, \) \( (\varphi_{m1} - \varphi_{m2})/\pi = +2/3 \) the harmonics \( n = +1 \) and \( n = -2 \) disappear simultaneously. It is seen, that in this case the modulation becomes “single-sideband” with regard to not only the fundamental, but also to the second harmonic. As a result, we should expect a decrease in nonlinear distortions of the signal transmission over dispersive fiber.

As an illustration, we consider a few examples in more detail. Let the modulation format \( \varphi_{m1} = \varphi_m, \varphi_{m2} = \varphi_m + \pi/2, u_b = \pm 1/2, \) then the optical intensity modulation signal is described in linear approximation by the function

\[
P_{out} = \frac{P_0}{2} \left[ 1 + \frac{\pi u_0}{\sqrt{2}} \cos \left( \omega_m t + \varphi_m - \frac{\pi}{4} \right) \right],
\]

and the corresponding electromagnetic wave has a spectral composition (19), which contains the following main spectral components: the carrier wave with the amplitude \( C_0 = 1/\sqrt{2} \) and the sidebands with the amplitudes \( C_1 = 0, C_1 = -i(\pi u_0/4)C_0 \) at \( u_b = -1/2 \) or \( u_b = +1/2, \) the harmonics \( n = -1 \) and \( n = +1 \) disappear simultaneously. It is seen, that in this case the modulation becomes “single-sideband” with regard to not only the fundamental, but also to the second harmonic. As a result, we should expect a decrease in nonlinear distortions of the signal transmission over dispersive fiber.

As an illustration, we consider a few examples in more detail. Let the modulation format \( \varphi_{m1} = \varphi_m, \varphi_{m2} = \varphi_m + \pi/2, u_b = \pm 1/2, \) then the optical intensity modulation signal is described in linear approximation by the function

\[
P_{out} = \frac{P_0}{2} \left[ 1 + \frac{\pi u_0}{\sqrt{2}} \cos \left( \omega_m t + \varphi_m - \frac{\pi}{4} \right) \right],
\]

and the corresponding electromagnetic wave has a spectral composition (19), which contains the following main spectral components: the carrier wave with the amplitude \( C_0 = 1/\sqrt{2} \) and the sidebands with

<table>
<thead>
<tr>
<th>Harmonic number with zero amplitude ( n )</th>
<th>Normalized bias voltage ( u_b = U_b/U_i )</th>
<th>Normalized phase difference of drive voltages ( (\varphi_{m1} - \varphi_{m2})/\pi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>-1/2</td>
<td>+1/2</td>
</tr>
<tr>
<td></td>
<td>+1/2</td>
<td>-1/2</td>
</tr>
<tr>
<td></td>
<td>-1/3</td>
<td>+2/3</td>
</tr>
<tr>
<td></td>
<td>+1/3</td>
<td>-2/3</td>
</tr>
<tr>
<td></td>
<td>-2/3</td>
<td>+1/3</td>
</tr>
<tr>
<td></td>
<td>+2/3</td>
<td>-1/3</td>
</tr>
<tr>
<td>+1</td>
<td>-1/2</td>
<td>-1/2</td>
</tr>
<tr>
<td></td>
<td>+1/2</td>
<td>+1/2</td>
</tr>
<tr>
<td></td>
<td>-1/3</td>
<td>-2/3</td>
</tr>
<tr>
<td></td>
<td>+1/3</td>
<td>+2/3</td>
</tr>
<tr>
<td></td>
<td>-2/3</td>
<td>-1/3</td>
</tr>
<tr>
<td></td>
<td>+2/3</td>
<td>+1/3</td>
</tr>
</tbody>
</table>
the amplitudes \( C_1 = \frac{\pi n_0}{4} C_{0}, C_{-1} = 0 \) at \( u_b = -1/2 \); or \( C_1 = 0, C_{-1} = -\frac{\pi n_0}{4} C_{0} \) at \( u_b = +1/2 \).

Now, we choose the modulation format \( \varphi_{m1} = \varphi_m, \varphi_{m2} = \varphi_m \pm 2\pi/3, u_b = \pm 1/3, \pi u_0 < 1 \). Two cases can be considered.

1) If \( \varphi_{m1} = \varphi_m, \varphi_{m2} = \varphi_m + 2\pi/3, u_b = \pm 1/3 \), then the optical intensity modulation signal takes the form

\[
P_{out} = \frac{3P_0}{4} \left[ 1 + \frac{\pi u_0}{\sqrt{2}} \cos \left( \omega_n t + \varphi_m - \frac{\pi}{6} \right) \right],
\]

(27)

2) If \( \varphi_{m1} = \varphi_m, \varphi_{m2} = \varphi_m - 2\pi/3, u_b = \pm 1/3 \), then the optical intensity modulation signal looks like

\[
P_{out} = \frac{3P_0}{4} \left[ 1 + \frac{\pi u_0}{\sqrt{2}} \cos \left( \omega_n t + \varphi_m + \frac{\pi}{6} \right) \right],
\]

(28)

3.3. DOUBLE-SIDEBAND-WITH-SUPPRESSED-CARRIER (DSB+SC) MODULATION FORMAT

If the minima of the modulator transfer function are used as operating points, for example the points with \( u_b = \pm 1 \), then, according to (19), the carrier amplitude \( C_0 \) is equal to zero. At a variety of phases of the driving voltages, we obtain a family of modulation formats with suppressed carrier. The optical intensity modulation signal (20) takes the form

\[
P_{out} = \frac{P_0}{2} \left[ 1 - \sum_{n=-\infty}^{\infty} i^n J_n \left( \pi u_0 \sin \frac{\varphi_{m1} - \varphi_{m2}}{2} \right) \right] \times
\]

\[
\times \cos \left( \frac{n \pi}{2} \right) e^{i n (\omega_0 t + \frac{\varphi_{m1} + \varphi_{m2}}{2})}
\]

(29)

which contains only even harmonics. In particular, at a small modulation depth, \( \pi u_0 < 1 \), we obtain

\[
P_{out} = \frac{P_0}{2} \left( \frac{\pi u_0}{2} \right)^2 \sin^2 \frac{\varphi_{m1} - \varphi_{m2}}{2} \times
\]

\[
\times \left[ 1 - \cos \left( \omega_n t + \frac{\varphi_{m1} + \varphi_{m2}}{2} \right) \right],
\]

(30)

where the following approximate relations \( J_0(z) \approx 1 - z^2, J_2(z) \approx (1/2)(z/2)^2 \) were used. It is seen that at the modulator output an optical signal with double modulation frequency is generated.

As an illustration, we consider the modulation format \( \varphi_{m1} = \varphi_m, \varphi_{m2} = \varphi_m \pm \pi, u_b = \pm 1 \). In this case, the dual-drive modulator operates in a mode of the balanced modulator and the spectrum of the corresponding electromagnetic wave (18) contains only odd harmonics. The main components of this spectrum are: \( C_0 = 0, C_1 = C_{-1} = \pm i(\pi u_0/4) \) at \( \varphi_{m1} = \varphi_m, \varphi_{m2} = \varphi_m + \pi, u_b = \pm 1 \); or \( C_0 = 0, C_1 = C_{-1} = \pm \pi \varphi_{m0} \) at \( \varphi_{m1} = \varphi_m, \varphi_{m2} = \varphi_m - \pi, u_b = \pm 1 \). Provided that \( \pi u_0 < 1 \), we obtain the following light intensity modulation signal

\[
P_{out} = \frac{P_0}{2} \left( \frac{\pi u_0}{2} \right)^2 \left[ 1 + \cos \left( \omega_n t + \varphi_m \right) \right].
\]

(31)

4. TRANSPORTATION OF OPTICAL SIGNALS OVER A FIBER

Due to chromatic dispersion, each spectral wave from the composition (18) travels in a fiber at its own velocity. This leads to a distortion of the optical signal at the output of the fiber. Indeed, after passing the distance \( L \), a spectral wave with a frequency \( \omega \) takes the form \( E = E_0 e^{i(\omega t + \beta z)} \), where \( \beta \) is the propagation constant at the specified frequency (we neglect the attenuation). Dispersion is expressed in dependence of the propagation constant on frequency. In the vicinity of the carrier frequency \( \omega_0 \) the function \( \beta(\omega) \) can be represented as a power series \( \beta(\omega) = \beta_0 + \beta_1(\omega - \omega_0) + (\beta_2/2)(\omega - \omega_0)^2 + ... \), where \( \beta_0 \) is the propagation constant at the carrier frequency, \( \beta_1 = \beta_0/\nu \) is equal to the inverse group velocity, \( \nu = d\omega/d\beta \), at the carrier frequency and the coefficient \( \beta_2 \) is associated with the group velocity dispersion. It can be determined through the so-called chromatic dispersion coefficient \( D \) of a fiber by means of the well-known relation [43] \( \beta_2 = -\lambda_0^2 D/2\pi c \), where \( c \) - the speed of light in vacuum, \( \lambda_0 \) - laser emission wavelength. Typical values for \( D \) at the wavelength 1550 nm are in the range \( (16 - 18) \) ps/(nm km).
As a result, at the output of a fiber of length \( L \), each spectral component in (18) acquires its own phase shift equal to \(-\beta L\). In particular, for the harmonic with the frequency \( \omega_0 + n\omega_m \), it consists \(-\beta L = -\beta_1 L - \beta_2 n\omega_m L - (1/2)\beta_2 n^2\omega_m^2 L - ...\). Therefore, at the fiber output we have the wave

\[
E = E_0 e^{i(\omega_0 t - \beta L x + \phi_0)} \sum_{n=-\infty}^{\infty} C_n e^{i\theta_n} e^{i(\omega_n (t-L/u) + \phi_n)} \frac{n^2 + \phi_n}{2}, \tag{32}
\]

where \( \theta = \pi(\omega_0/\omega_m)^2DL \)

is the signal transportation parameter.

The intensity of light at the output from the optical fiber (and, consequently, the photocurrent of detector) will be proportional to the square modulus of the electric field strength \( E \) (32). We write down it in the form

\[
P_s = \sum_{n=-\infty}^{\infty} P_0 e^{i(\omega_n (t-L/u) + \phi_n + \phi_0)} \frac{n^2 + \phi_n}{2}, \tag{34}
\]

where

\[
P_n = P_0 \sum_{k=-\infty}^{\infty} C_{n+k} e^{i(n+k)^2\theta} C^*_k e^{-i\alpha k^2\theta} = \tag{35}
\]

is the complex amplitude of the harmonic with frequency \( n\omega_m \). In calculating (35), we use the Graf's theorem on summation of the Bessel functions (Graf's addition theorem) [44], which, for the purpose of our analysis, can be written in the form [45]

\[
J_n(z) e^{i\gamma} = \sum_{k=-\infty}^{\infty} J_{n+k}(z_1) e^{i(n+k)\gamma} J_k(z_2) e^{-i\gamma}, \tag{36}
\]

where the complex number \( z_2 e^{i\gamma} \) is the sum of two other complex numbers \( z_1 e^{i\gamma} \) and \(-z_2 e^{-i\gamma}\). As a result, we obtain the expression

\[
P_n = (-1)^k P_0 \frac{1}{2} \left[ J_n(\pi u_0 \sin n\theta) \cos \left( \frac{n(\varphi_{m1} - \varphi_{m2})}{2} \right) + \right.

+ \frac{1}{2} e^{i\varphi_{m1}} J_n \left[ \pi u_0 \sin \left( n\theta + \frac{(\varphi_{m1} - \varphi_{m2})}{2} \right) \right] + \left. \frac{1}{2} e^{-i\varphi_{m2}} J_n \left[ \pi u_0 \sin \left( n\theta - \frac{(\varphi_{m1} - \varphi_{m2})}{2} \right) \right] \right]. \tag{37}
\]

Simplified version of (37) which is suitable to the balanced Mach-Zehnder modulator was obtained earlier in [46].

4.1. Transportation of the double-sideband-with-carrier (DSB+C) modulation signal

After transportation over a dispersive fiber of length \( L \), the signal (21) is transformed to the form

\[
P_s = (P_0/2)[1 + \pi u_0 \cos \theta \cos(\omega_m (t-L/u) + \varphi_m)]. \tag{38}
\]

When \( \cos \theta \) goes to zero, the signal at the fiber output disappears [47, 48]. This happens at the modulation frequencies

\[
\omega_m = \omega_0 \sqrt{\frac{k+1/2}{cDL}}, k = 0,1,2,... \tag{39}
\]

A typical value of the fiber dispersion coefficient \( D = 17 \) ps/(nm·km), the laser light wavelength 1550 nm corresponds to the frequency \( f_0 = \omega_0/2\pi = 193.414 \) TГц.

Thus, the use of this modulation format leads to significant performance degradation of the fiber-optic link. At modulation frequencies (39), transmission of the optical signals is completely suppressed.

4.2. Transportation of the single-sideband-with-carrier (SSB+C) modulation signal

At the output from fiber of length \( L \), the signals (25), (26) and (27), (28) are transformed, respectively, to the forms

\[
P_s = P_0 \left[ 1 + \frac{\pi u_0}{\sqrt{2}} \cos \left( \omega_m (t-L/u) + \varphi_m - \frac{\pi}{4} \theta \right) \right], \tag{40}
\]

\[
P_s = P_0 \left[ 1 + \frac{\pi u_0}{\sqrt{2}} \cos \left( \omega_m (t-L/u) + \varphi_m + \frac{\pi}{4} \theta \right) \right], \tag{41}
\]

and

\[
P_s = \frac{3P_0}{4} \left[ 1 + \frac{\pi u_0}{\sqrt{2}} \cos \left( \omega_m (t-L/u) + \varphi_m - \frac{\pi}{6} \theta \right) \right], \tag{42}
\]

\[
P_s = \frac{3P_0}{4} \left[ 1 + \frac{\pi u_0}{\sqrt{2}} \cos \left( \omega_m (t-L/u) + \varphi_m + \frac{\pi}{6} \theta \right) \right]. \tag{43}
\]

A comparison of these expressions shows that the SSB+C modulation signal transmission does not suffer from the amplitude distortions. The corresponding signals at the input and at the output of a fiber differ only in phase.
4.3. TRANSPORTATION OF THE DOUBLE-SIDEBAND-WITH-SUPPRESSED-CARRIER (DSB+SC) MODULATION SIGNAL

At the receiving end of a fiber-optic link the signal (30) takes the form

\[ P_i = \frac{P_0}{2} \left( \frac{\pi u_0}{2} \right) \sin^2 \left( \frac{\omega_{m1} - \omega_{m2}}{2} \right) \times \left\{ 1 - \cos \left[ \omega_m (t - L/u) + \frac{(\phi_{m1} - \phi_{m2})}{2} \right] \right\} \],

(44)

and its particular version (31), corresponding to a mode of balanced modulator, is transformed to

\[ P_i = \frac{P_0}{2} \left( \frac{\pi u_0}{2} \right)^2 (1 + \cos 2[\omega_m (t - L/u) + \omega_m]). \]

(45)

A comparison of signals at the input and at the output of a fiber indicates that the signals under consideration are transmitted without amplitude distortions. Moreover, the output signal (44) is completely independent of the parameter of transportation \( \theta \) (33).

5. CONCLUSION

When a light intensity modulation signal travels through a fiber, its power is periodically degraded (this phenomenon is also referred to as signal power fading or signal power penalty). The spatial period of such degradation depends on frequency of the signal. As a result, signals of certain frequencies cannot be transmitted over a fiber of a given length. The reason for such a behavior lies in the chromatic dispersion of the group velocity of electromagnetic waves in the fiber.

In this paper, the special signals of light intensity modulation resistant to dispersion-induced power degradation are considered. Among them, the single-sideband-with-carrier and the double-sideband-with-suppressed-carrier modulation signals. For both kind of signals, only a single electromagnetic wave of beats is formed for which there is no a pair wave for destructive interference. The easiest way to generate such signals is to use a dual-drive Mach-Zehnder modulator. The most general analytical expressions for the optical signals at the output from the modulator and at the receiving end of a fiber-optic link were obtained. These expressions allow us to determine the contribution of any higher order harmonics and can be used to analyze various signal distortions. Based on the performed calculations, a family of new single-sideband modulation formats of the dual-drive Mach-Zehnder modulator was determined.

In the framework of linear approximation, the explicit expressions were obtained for the single-sideband-with-carrier and the double-sideband-with-suppressed-carrier modulation signals. Transmission of such signals without dispersion-induced power degradation was clearly demonstrated. In other words, it was shown that the SSB+C and DSB+SC modulation signals are resistant to amplitude distortions. The spectral amplitudes of these signals at the input and at the output of a fiber remain equal in magnitude (without taking into account the attenuation in the fiber). As for phase distortions, these signals behave differently.

The signals of SSB+C modulation at the input (25) - (28) and at the output (40) - (43) of a fiber differ in phase by an amount, which contains the parameter \( \theta \). Since the signal transportation parameter \( \theta \) (33) is a quadratic function of the modulation frequency, the phase-frequency characteristic of the fiber-optic link is non-linear. This leads to violation of the phase relationships between spectral components of the transmitted signal and, thus, to the signal distortion.

The output DSB+SC modulation signal (44) is not dependent on the signal transportation parameter \( \theta \). Therefore, such a signal is resistant not only to the amplitude, but also to the phase distortions. It is necessary, however, to bear in mind that under employment of such modulation format, the conversion of an electrical signal into an optical one occurs with frequency doubling.
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Abstract. The results of a theoretical and experimental study of the effect of photon localization in the composite layer of a nanomaterial (PMMA & Ag) with spherical silver nanoparticles are presented. Composite nanomaterial was a metamaterial with a random refractive index close to zero. The photon localization effect considered in this article is fundamentally different from the transverse localization of electromagnetic waves in 2D periodic structures, since it is considered in homogeneous transparent media far from the resonance of their structural elements. It is theoretically shown that at a vacuum-optical medium interface with a random refractive index close to zero the refraction of the wave occurs not according to Snell's law, but with the localization of photons, when the external plane wave is extinguished at a point. In accordance with the uncertainty relation photons propagate in the medium in all directions determined by a random angle of refraction. A condition under which the values of the angles of refraction of waves in a layer become complex quantities is derived. As a result, a parallel beam of light inside the layer is localized in a small region. A 1 mW helium-neon laser with longitudinal polarization of light and a wavelength of 632 nm has been used in experiment. The diameter of the laser beam was 1 mm. The radiation passing through the sample with a thickness of 10 μm in the longitudinal and transverse directions was recorded using a CD camera. When the sample is irradiated a photon localization region is formed in the composite layer, whose linear dimensions (8 μm) are comparable with the layer thickness.
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1. INTRODUCTION (177)

Among unusual transport properties for disordered materials, the phenomenon of Anderson localization predicted by Phillip Anderson in 1957 should be noted [1]. Anderson localization is a disordered phase transition in the behavior of electron transport, in which, unlike the classical diffusion regime with the well-known Ohm's law, in a localized state, the material behaves as an
insulator. The effect is based on the interference of electrons that have passed multiple scattering by defects in a solid. However, the localization of electrons in a disordered solid has not been confirmed experimentally. The main condition for the localization of Anderson is the constancy in time of the potential of disorder in the medium, which cannot be fulfilled for electrons due to the inconstancy in time of phonons, loss of electron coherence during their inelastic interaction with the crystal lattice, the resulting nonlinearity due to multiparticle interactions leading to disorder potential. Unlike electrons, photons do not interact with each other. In this case, the phenomenon of photon localization takes place for multiple scattering of electromagnetic waves in a disordered medium. This makes the transfer of photons in disordered materials an ideal model system for studying the localization of Anderson. The first theoretical works on the localization of photons appeared in the mid-eighties of the twentieth century [2, 3]. The first successful experimental works confirming the phenomenon of transverse localization of photons in disordered media were made only 20 years later [4–6]. After that, the model of transverse localization of light in disordered materials became the main one. However, it is important to point out that the transverse photon localization model is associated with transport effects in one or two dimensions. At the same time, the 3D localization effect of Anderson with the help of short laser pulses propagating in a volume where the disorder of which is constant in time was studied in [7]. In [8] a review of works describing the interaction between disorder and nonlinearity, localization and enhanced transport of photons in photonic crystals, hypertransport stochastic acceleration of photons due to developing disorder and localization with quantum-correlated photons are given.

The condition of the transverse localization of photons observed in 2D disordered optical media can be represented as follows. Let a plane wave propagate along the z axis. The medium in which the wave propagates is a 2D periodic structure or photon lattice with modulation of the refractive index $\Delta n$. Even with a weak modulation of the refractive index of the order of $10^{-4}$, it is possible to observe the localization of photons in such a medium. The transverse wave vector (along the y axis, $\mathbf{x}$) is inversely proportional to the aperture of the wave packet $k_{\mathbf{x}} \propto \frac{1}{A}$ and much less wave vector in homogeneous space $k_{\perp} << k = \omega n_0 / c$ refractive index $n_0 > 1$. The length of the photon localization is $\xi_{\omega} = l \exp \left( \frac{\pi k_{\perp} l}{2} \right)$, where $l$ - photon free path. This condition can be fulfilled not only in 2D periodic structures (photonic crystals), but also in metamaterials with a refractive index $n_{\perp} << 1$. In this case, the condition is $k_{\perp} = \omega n_{\perp} / c << k = \omega n_0 / c$.

Nanotechnologies are known in which silver or gold nanoparticles are embedded in a dielectric matrix, for example, in polymethyl methacrylate [9, 10]. However, in these works the optical properties of the materials were not investigated. Based on the nanotechnologies developed by us [11, 12] samples were obtained, and in which layers of synthesized metamaterials (PMMA and Ag) with silver nanoparticles were deposited on different surfaces and the reflection and transmission spectra of these layers were studied. The study of these samples allowed us to detect unique optical phenomena such as interference of light in thick layers [13], violation of the principle of reversibility of light fluxes [14], amplification and focusing of light in nanostructures with a near-zero refractive index [15]. The basis of these optical properties is the effect of ideal optical transmission, when the reflection of the layer disappears, and the transmittance of the layer is equal to unity regardless of the wavelength, layer thickness, angle of incidence of external radiation and the refractive index of the framing media [16]. Based on a theoretical analysis of the experimental reflection and transmission spectra of composite layers (PMMA & Ag) of various thickness, it was concluded that the metamaterials synthesized by us have a random refractive index close to zero. Thus, in the reflection and transmission spectra of
thick (considerably longer than the wavelength) composite layers (PMMA and Ag), interference minima and maxima were detected on the glass substrate. At the same time, in the layers of the polymethylmethacrylate matrix for the same thickness, there were no interference peaks. The arrangement of the minima and maxima in these spectra can be used to calculate the region of permissible values of the refractive index of the layer. In this case, the possible values of the refractive index of the layer are in the range \((0, \Delta n_2)\), where \(\Delta n_2 < 1\).

Known work on mathematical modeling of the types of structural elements for nanostructures [17, 18], in which structural elements in the form of spirals, rods, nanowires and other types, could be embedded in dielectric matrices in order to obtain metamaterials with zero dielectric permeability and magnetic permeability. However, such metamaterials with zero values and will strongly depend on the wavelength, have strong absorption and anisotropy, since the achievement of zero occurs in areas of anomalous dispersion near the natural frequencies of their structural elements. Optical peculiarity of metamaterials synthesized according to the technologies [11, 12] is that the structural elements in these metamaterials are spherical silver nanoparticles of small size (nanoparticle radius of about 2.5 nm). Isolated resonance of such nanoparticles is in the UV region, therefore, in the wavelength range of at least 450 to 1200 nm, these metamaterials are transparent metamaterials, in which the refractive index is significantly (hundreds of times) larger than the absorption index. Silver nanoparticles are uniformly distributed both over the depth of the layer and its surface, and only in a small neighborhood of nanoparticles, whose dimensions are much smaller than the wavelength, fluctuations in the displacements of nanoparticles relative to each other are taken into account. With a mass content of silver in the composite equal to 3%, the average distance between the centers of neighboring nanoparticles is equal to 30 ± 2 nm. At the same time, in the vicinity of nanoparticles in the region, the linear dimensions of which are significantly smaller than the wavelength, there are about 30 discretely distributed nanoparticles with fluctuating displacements from the equilibrium position. These fluctuations can be determined using the structure factor in the calculation of the lattice sums. A formula for the complex refractive index of the optical sphere with inclusions with allowance for the structural factor was derived in [19]. On the basis of this formula, in the particular case of M. Garnett transferring to the well-known formula [20], it was shown that the refractive index of the medium can reach zero and close to zero refractive indices in a wide range of wavelengths.

This article is devoted to a theoretical and experimental study of the effect of photon localization in the composite layer (PMMA and Ag) with spherical silver nanoparticles. The effect of localization of photons, considered in this article, is fundamentally different from the known transverse localization of electromagnetic waves in two-dimensional periodic structures, since it is considered in homogeneous transparent media far from the resonance of their structural elements.

2. THEORY OF PHOTON LOCALIZATION IN THE MEDIUM WITH RANDOMLY A NEAR-ZERO REFRACTIVE INDEX

2.1. Localization of photons at the interface of the Vacuum-optical medium

The physical meaning of the effect of photon localization in media with a near-zero refractive index will be considered on the example of a single interface between optical media. It is known that for the boundary of two media with deterministic refractive indices \(n_1\) and \(n_2\) have a place rule of choice \(n_1 \sin \theta_1 = n_2 \sin \theta_2\), where \(\theta_1\) is the angle of incidence of the wave, and deterministic angle of refraction \(\theta_2\) can be determined with any accuracy [21]. The situation is different if one of the media, for example, medium 2 has a random refractive index \(n_2\), accepting values in the range of acceptable values \((0, \Delta n_2)\), where \(\Delta n_2 < 1\). We assume that different values \(n_2\), in the interval \(n_2, n_2 + \Delta n_2\), with the same probability is implemented.
\[dW(n_2) = f(n_2)dn_2,\] where \(f(n_2)\) – distribution function normalized by the normalization condition \(\int_0^1 f(n_2)dn_2 = 1\) on the interval \((0, 1)\). In this case, \(\Delta n_2\) is “cut out” from the general interval \((0, 1)\), depending on the layer thickness. With the help of experimental reflection spectra you can determine \(\Delta n_2\) according to the formula
\[\Delta n_2 = \lambda/2d_s(\lambda_2 - \lambda_1),\]
where \(d_s\) – layer thickness, \(\lambda_1, \lambda_2\) – wavelengths of neighboring minima in the reflection spectrum. In optical media with a random refractive index, in general, \(n_1 \sin \theta_1 \neq n_2 \sin \theta_2\) [22]. We assume that \(n_2\) and \(\theta_2\) are random values for fixed \(n_1\) and \(\theta_1\). Moreover, we will assume that the quantities \(n_2\) and \(\theta_2\) are statically independent quantities. The interface between two media becomes non-uniform. In this case, the inhomogeneity of the boundary is not associated with any geometric inhomogeneities, but is due to the random refractive index.

It is known [21] that when a plane electromagnetic wave interacts with a sharp interface between two media, the wave is extinguished at this boundary and, instead of it, an electromagnetic wave with a different speed propagates in the medium. This phenomenon is described using the Fresnel optics by the extinction theorem, in which the refractive index of the medium is a deterministic quantity, the interface is homogeneous, which allows us to accurately determine the direction of propagation of the refracted wave. In this case, the entire interface surface participates in the wave cancellation. The situation is different if the medium has a random refractive index in the region of quasi-zero values \((\Delta n_2 < 1)\) when falling on the boundary of the light beam \(z = 0\) with a certain cross-sectional area \(S_1\). Then, in accordance with the extinction theorem, as shown below, the extinction of the external wave will occur at a point \(x\) located at the intersection of the plane of incidence and the surface \(z = 0\), satisfying the condition \(\Delta n_2 x k_0 \rightarrow 0\), where \(\Delta n_2\) determines the interval \((0, \Delta n_2)\) of permissible values of the random refractive index of the medium \(k_0 = \omega \varepsilon\), where \(\varepsilon\) - the speed of light in vacuum, \(\omega\) - the frequency of the external wave. This means that the external beam of light is focused in close proximity \(\kappa\); and in accordance with the uncertainty relation for the coordinate and momentum of the photons, the light flux with some other cross-sectional area will propagate in the medium.

Taking into account the above averaging procedure, we represent the wave in a medium with a random refractive index as a wave packet for the electric fields of a refracted electromagnetic wave, determined using the refractive indices with a random \(n\) and \(\theta\). Then on the border \(z = 0\) we obtain the following relationship between the amplitude of an external plane wave \(E_0^+\) and \(T_0\) the amplitude of the refracted wave:

\[E_0^+ \exp(-ik_0 x \sin \theta_1) \propto -\frac{\sin(\phi_2 + \theta_2)}{2\cos \phi_2 \sin \theta_2} T_0 F(x, \Delta n_2),\]

where the angle \(\phi_2\) is defined by equality \(n_2 \sin \theta_2 = \sin \phi_2\), and the vector \(\hat{s}\) has components:
\[s_x = -\sin \phi_2, s_y = 0, s_z = -\cos \phi_2.\] and the function is:

\[F(x, \Delta n_2) = \frac{\cos(-k_0 x \Delta n_2 \sin \theta_2) - 1}{-k_0 x \sin \theta_2} + \frac{i \sin(-k_0 x \Delta n_2 \sin \theta_2)}{-k_0 x \sin \theta_2}.\]

At point \(k_0 x \Delta n_2 \sin \theta_2 = 0\) function (3) reaches a maximum equal to \(\Delta \phi_2\) and at points \(k_0 x \Delta n_2 \sin \theta_2 = \pi m,\) where \(m = \pm 1, \pm 2\ldots\) makes vanish. At the same time, it \(\Delta x = 2\pi/k_0 \Delta n_2 \sin \theta_2\) represents the spatial extent of the wave packet. The smaller \(k_0 \Delta n_2 \sin \theta_2\), then the greater the spatial extent of this wave packet. Given that \(k_0 \Delta n_2 \sin \theta_2 = (\Delta \phi_2)/2\pi\) we obtain the uncertainty relation for the pulse and the photon coordinates

\[\Delta x \Delta \phi = 2\pi h.\]

Thus, at the boundary of the vacuum-optical medium with a random refractive index close to zero, the wave refraction does not follow the Snell law, but with the localization of photons, when the external plane wave is extinguished at a point \(k_0 x \Delta n_2 \sin \theta_2 \rightarrow 0\), and then according to the uncertainty relation (4) wave is distributed in the medium in all directions determined by a random angle of refraction \(\theta_2\).
2.2. Localization of photons inside the composite

We describe the optical properties with a random refractive index close to zero using the integro-differential equation for the propagation of electromagnetic waves [21, 23], and using the procedure of converting the volume integral in this equation into surface integrals for the boundaries 1-2 and 2-3 of the plane-parallel layer 2. We assume that the medium 1, from which the external radiation falls, is a vacuum, and the medium 3 is a semi-infinite optical medium with a refractive index \( n_3 \). The field in the composite layer is represented as a superposition of the electric fields \( E_{1}^{+} \) and \( E_{2}^{-} \), where \( E_{2}^{-} \), is the electric field strength of wave, refracted at the boundary of 1-2 layers, and \( E_{1}^{+} \) is the electric field strength of wave reflected from the border 2-3 of this field.

We write the electric field strength in the layer as follows:

\[
E_{2}^{s,p} = f_{s,p}^{+} E_{1}^{+} a^{+}(x,z) + f_{s,p}^{-} E_{1}^{-} a^{-}(x,z),
\]

where the indices correspond to \( s \) and \( p \) to polarized waves, \( E_{1}^{+} \) is the electric field strength of the external wave, \( a^{+}(x,z) = \frac{1}{ik_{0}(r_{S}^{+})}(\exp[k_{0}\Delta n(z)(r_{S}^{+})] - 1) \), \( k_{0} = 2\pi/\lambda \), \( \lambda \) - external radiation wavelength, \( r \) - radius-vector of observation points inside the layer, \( x \) - the plane of incidence. At the same time \( (r_{S}^{+}) = -x \sin \theta_{2} \mp z \cos \theta_{2}, \ s_{r}^{+} \) - unit vectors along the directions of propagation of the refracted and reflected waves inside the layer, \( \theta_{2} \) is the angle of refraction.

The refractive indexes \( f_{s,p}^{+} \) and reflections \( f_{s,p}^{-} \) inside the layer after the necessary calculations are defined as

\[
f_{s,p}^{+} = t_{23}^{s,p} \Delta n_{2} + \frac{i t_{12}^{s,p} t_{23}^{s,p}}{2k_{0}d_{2}\cos \theta_{2}} \ln \left( \frac{1 + r_{12}^{s,p} r_{23}^{s,p} \exp[2ik_{0}d_{2}\Delta n_{2}\cos \theta_{2}]}{1 + r_{12}^{s,p} r_{23}^{s,p}} \right),
\]

\[
f_{s,p}^{-} = t_{23}^{s,p} \Delta n_{2} - \frac{i t_{12}^{s,p} t_{23}^{s,p}}{2k_{0}d_{1}r_{12}^{s,p}\cos \theta_{2}} \ln \left( \frac{1 + r_{12}^{s,p} r_{23}^{s,p} + \exp[2ik_{0}d_{2}\Delta n_{2}\cos \theta_{2}]}{1 + r_{12}^{s,p} r_{23}^{s,p}} \right),
\]

where the non-Fresnel reflection and refraction coefficients at the boundaries of the layer in the case of \( s \)-polarization of the waves has the form [24]:

\[
r_{12}^{s} = n_{1}\cos \varphi_{2} - n_{2}\cos \theta_{2},
\]

\[
r_{23}^{s} = n_{2}\cos \theta_{2} - n_{3}\cos \varphi_{2},
\]

\[
r_{12}^{p} = n_{1}\cos \theta_{1} - n_{2}\cos \varphi_{2},
\]

\[
r_{23}^{p} = n_{2}\cos \varphi_{2} + n_{3}\cos \theta_{2}.
\]

Similarly, we have the following formulas for the reflection and refraction coefficients at the boundaries of 1-2 and 2-3 layers for \( p \)-polarization of waves:

\[
r_{12}^{p} = n_{1}\cos \varphi_{2} - n_{2}\cos \theta_{2},
\]

\[
r_{23}^{p} = n_{2}\cos \theta_{2} - n_{3}\cos \varphi_{2},
\]

\[
r_{12}^{p} = n_{1}\cos \theta_{1} - n_{2}\cos \varphi_{2},
\]

\[
r_{23}^{p} = n_{2}\cos \varphi_{2} + n_{3}\cos \theta_{2}.
\]

Formulas (7), (8) are obtained in [24] using the extinction theorem separately for boundaries 1-2 and 2-3 for heterogeneous interfaces on which the Snell law is violated due to the random refractive index of medium 2. In this case the angle of incidence is determined from the ratio \( n_{2}\sin \theta_{1} = n_{s}\sin \theta_{2} \), and the angle \( \varphi_{2} \) is determined from the relation \( n_{s}\sin \theta_{2} = \sin \varphi_{2} \). The last relation to the calculation of surface integrals in the cancellation theorem by the stationary phase method is related [21]. In the transition to deterministic values \( n_{2} \) and \( \theta_{2} \) formulas (7), (8) coincide with the corresponding Fresnel formulas, in which \( \varphi_{2} = \theta_{2} \) and \( n_{s}\sin \theta_{2} = n_{2}\sin \theta_{2} \). In the non-Fresnel formulas, considering the reflected radiation with the help of the corresponding surface integral and placing the observation points above the layer, the angle \( \varphi_{2} \) is related to the random reflection angle \( \theta_{R} \) as

\[
\varphi_{2} = \pi - \theta_{R}.
\]
The reflectivity of a layer with a random refractive index close to zero in the interval \((0, \Delta n_2)\) is \(\Delta n_2 < 1\) calculated as
\[
R_{123} = R_{123}^{s,p} \cos^2 \alpha_i + R_{123}^{i,p} \sin^2 \alpha_i,  \tag{9}
\]
where \(\alpha_i\) is the angle between the electric vector of the electromagnetic wave and the plane of incidence,
\[
R_{123}^{s,p} = \left| r_{123}^{s,p} \right|^2 \quad \text{and} \quad r_{123}^{s,p} = r_{123}^{s,p} \Delta n_2 - \frac{1}{1 - (r_{123}^{s,p})^2} \ln \left\{ \frac{1 + r_{123}^{s,p} r_{123}^{i,p} \exp \left[ \frac{4\pi}{\lambda} id_2 \cos \theta_i \right]}{1 + r_{123}^{s,p} r_{123}^{i,p} \exp \left[ \frac{4\pi}{\lambda} id_2 \cos \theta_i \right]} \right\}.  \tag{10}
\]
For natural light \(\sin^2 \alpha_i = \cos^2 \alpha_i = 1/2\) [21].

The transmittance of the composite layer is determined using the following formulas:
\[
T_{123} = T_{123}^s \sin^2 \alpha_i + T_{123}^i \cos^2 \alpha_i,  \tag{11}
\]
where
\[
T_{123}^{i,p} = \frac{n_3 \cos \theta_i}{n_i \cos \theta_i} \left| t_{123}^{i,p} \right|^2,  \tag{12}
\]
with optical transmittance layer
\[
t_{123}^{i,p} = -i \sqrt{\frac{n_3 \cos \theta_i}{n_i \cos \theta_i} + \frac{4\pi}{\lambda} id_2 \cos \theta_i \sqrt{-r_{123}^{s,p} r_{123}^{i,p}}} \times \left\{ 1 + \exp \left[ \frac{2\pi}{\lambda} id_2 \cos \theta_i \Delta n_2 \right] \sqrt{r_{123}^{s,p} r_{123}^{i,p}} \right\} \frac{1 + \sqrt{r_{123}^{s,p} r_{123}^{i,p}}}{1 - \sqrt{r_{123}^{s,p} r_{123}^{i,p}}}.
\]

Taking into account the fact that \(\Delta n_2 < 1\) we have \(r_{123}^{s,p} r_{123}^{i,p} < 0\).

When calculating the reflectivity and transmittance of the layer in the non-Frennel coefficients \(r_{ik}^{s,p}\) and \(t_{ik}^{i,p}\) \((i, k = 1, 2, 3)\), the values \(n_2\) will be considered equal \(\Delta n_2\), since the main dependence on the random refractive index of the layer is determined by exponential factors in the reflection and transmission coefficients of the layer. The presence of the first term on the right-hand side of formula (12) is due to the effect of ideal optical transmission when the refractive index tends to zero from the range of permissible values \((0, \Delta n_2)\).

Formulas (9), (11) satisfactorily describe the experimental reflection and transmission spectra of Fig. 5, 6. Indeed, as can be seen from Figs 5, 6, for some values of the layer thickness, the interference of light in the reflection and transmission spectrum disappears. This is because the angle of refraction \(\theta_i\) becomes complex. For complex angles of refraction, we have the following relations:
\[
\theta_i = \theta_i^\prime - i\theta_i^\prime', \quad \cos \theta_i = ish \theta_i^\prime = i\sqrt{x_2^2 - 1},  \tag{13}
\]
\[
x_i = ch \theta_i^\prime, \quad \theta_i = \pi / 2,  \quad \sin \theta_i = x_2,
\]
\[
\cos \theta_2 = \sqrt{1 - (n_2 x_2^2),} \quad \sin \phi_2 = n_2 x_2,
\]
where \(\theta_i^\prime\) is the actual angle of refraction, which determines the direction of wave propagation along the layer, \(\theta_i^\prime\) is the angle in the direction of which the wave attenuation occurs. The sign in front of the root in these relations is chosen so that the wave is damped, regardless of its direction of propagation.

Let us calculate the reflective and transmission capacity of the layer using formulas (9), (11), taking into account the above selective properties of these formulas, when the maxima \(R_{123}^{s,p}\) and are \(T_{123}^{i,p}\) reached at \(x_2 \rightarrow 1\). In this case, after eliminating the type uncertainty \(0/0\), we obtain from (10), (12) the following formulas:
\[
r_{123}^{s,p} = \Delta n_2 - i \frac{\Delta n_2}{\cos \phi_2 k_0 d_2} \beta_{123}^{s,p},  \tag{14}
\]
\[
r_{123}^{i,p} = \Delta n_2 + i \frac{1}{\Delta n_2 \cos \phi_2 k_0 d_2} \beta_{123}^{i,p},
\]
where
\[
\beta_{123}^{s,p} = \ln \left\{ 1 - i \frac{(2\pi / \lambda) d_2}{(1 / \cos \phi_2) + (1 / n_i \cos \phi_2)} \right\},
\]
\[
\beta_{123}^{i,p} = \ln \left\{ 1 - i \frac{(2\pi / \lambda) d_2 (\Delta n_2)^2}{(n_i / \cos \phi_2) + (1 / \cos \phi_2)} \right\}.
\]

The transmittance of the layer when \(x_2 \rightarrow 1\) after eliminating type uncertainty \(0/0\) are:
\[
i_{123} = i \sqrt{\frac{n_3 \cos \theta_i}{n_i \cos \theta_i}} - i \frac{\Delta n_2}{n_i \cos \theta_i (\pi / \lambda) d_2} (\alpha_{123} - \gamma_{123}^i),  \tag{15}
\]
\[
i_{123}^p = i \sqrt{\frac{n_3 \cos \theta_i}{n_i \cos \theta_i}} - i \frac{1}{\Delta n_2 \cos \theta_i (\pi / \lambda) d_2} (\alpha_{123}^p - \gamma_{123}^p),
where $\alpha_{123}^{sp}$ and $\gamma_{123}^{sp}$ correspond to the first and second terms in braces in the formula (12). When $x_2 \to 1$ we get that $\alpha_{123}^{sp}$ vanishes, and

$$
\gamma_{123}^{sp} = \ln \left( 1 + i \frac{(2\pi / \lambda) d_2}{(1 / \cos \varphi_2) + (1 / n_3 \cos \theta_3)} \right).
$$

The presence of the first term on the right-hand side of formulas (15) is due to the fact that with accurate refractive index vanishing from the integration region $(0, \Delta n_2)$, it is necessary to eliminate the type uncertainty $(0/0)$ in the corresponding layer transmittance. As shown in [16], when the refractive index of the layer is exactly zero, the reflection coefficient of the layer is zero, and the transmittance of the layer is 1, which corresponds to the effect of an ideal optical enlightenment.

Consider the optical properties of the composite layer at complex angles of refraction determined by relations (13). This case corresponds to the minimum transmission of the layer, since in the case of complex angles of refraction a wave propagates along the layer at $\vartheta_2 = \pi / 2$. In this case, part of the external light wave is converted into side waves. In the case of complex angles of refraction, functions (5), which determine the spatial distribution of the field inside the layer, are equal to each other, i.e. $a^+ = a^- = a(x, z)$.

Then

$$
|a|^2 = \frac{1}{x^2 x_2^2 + |z|^2} (x_2^2 - 1)^{-1} \exp \left[ -2k_0 \Delta n_2 |z| \sqrt{x_2^2 + 1} + 1 - 2 \cos(k_0 \Delta n_2 x_2^2) \exp \left[ -k_0 \Delta n_2 |z| \sqrt{x_2^2 + 1} \right] \right].
$$

When $x_2 \to 1$, this function takes the following form:

$$
|a|^2 = \frac{2 - 2 \cos(k_0 \Delta n_2 x)}{x^2}.
$$

Fig. 1 shows the dependence of this function on a dimensionless variable or phase of the wave $k_0 \Delta n_2 x$. When $k_0 \Delta n_2 x = 2\pi m$, where $m = \pm 1, \pm 2, \ldots$, is the function $|a|^2 = 0$, when $k_0 \Delta n_2 x = \pm 3\pi, \pm 5\pi, \ldots$ this function is equal $|a|^2 = 4(k_0 \Delta n_2)^2/(3\pi)^2$, $4(k_0 \Delta n_2)^2/(5\pi)^2$ etc. The linear dimensions of the localization volume are determined with the help of the main maximum of the function (17) as $\Delta x = 2\lambda/(\Delta n_2)$.

### 3. EXPERIMENTAL DETECTION OF EFFECT OF PHOTON LOCALIZATION IN A COMPOSITE LAYER PMMA&Ag

The optical scheme for the localization of photons with a normal incidence of a laser beam on the surface of a composite layer 10 microns thick on a glass substrate is shown in Fig. 2. A helium-neon laser with a power of 1 mW with longitudinal polarization of light and a wavelength of 632 nm was used as a coherent radiation. The diameter of the laser beam was 1 mm. Radiation transmitted through the sample in the longitudinal and transverse directions was recorded using a CD camera.

Experimental reflection and transmission spectra of layers (PMMA & Ag) of various thickness on a glass substrate were measured on an Ocean Optics QE65000 spectrophotometer in
a wide wavelength range from 300 to 1000 nm. For comparison, the reflection and transmission spectra of the layers of the material of the PMMA matrix of the same thickness were measured separately on glass with a normal incidence of light.

When the sample is irradiated in the composite layer, a photon localization region is formed, the linear dimensions of which are comparable with the layer thickness \( d_2 = 10 \mu\text{m} \) (see Fig. 7).

4. RESULTS AND DISCUSSION

Fig. 3 presents the theoretical spectra composite layer reflections calculated according to the formulas (9) and (10), depending on the length wave and parameter selection \( x_2 \). As can be seen from the figure as \( x_2 \) is closer to one the reflectivity of the layer decreases. When \( x_2 = 1 \) the reflectivity of the layer with numerical values of physical quantities indicated in Fig. 4 at a wavelength of \( \lambda = 632 \text{ nm} \) equal to \( R_{123} = 1.926\% \).

Fig. 4 presents theoretical transmittance spectra of the composite layer, calculated using formulas (15) and (16). Using formulas (15), (16), we define the transmittance value of this layer at \( x_2 = 1.01 \), equal to \( T_{123} = 95.37\% \) (Fig. 4a). As can be seen from Fig. 4b with \( x_2 = 1.0001 \) throughput layer increases significantly, reaches units and practically does not depend on the wavelength in wide wavelength range from 400 to 1200 nm.
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**Fig. 3.** The theoretical reflectivity of a composite layer with a random refractive index close to zero, depending on the wavelength for a) \( x_2 = 1.01 \) and b) \( x_2 = 1.0001 \). The layer thickness is \( d_2 = 10 \mu\text{m} \), the refractive index of the glass substrate is \( n_2 = 1.5 \), \( \Delta n_2 = 0.1625 \), the wavelengths are indicated in nanometers.

![Fig. 4](image2)

**Fig. 4.** The theoretical transmittance of the composite layer with a random refractive index close to zero, depending on the wavelength for a) \( x_2 = 1.01 \) and b) \( x_2 = 1.0001 \). The layer thickness is \( d_2 = 10 \mu\text{m} \), the refractive index of the glass substrate is \( n_2 = 1.5 \), \( \Delta n_2 = 0.1625 \), the wavelengths are indicated in nanometers.
The ratio between the reflectivity and the transmittance of a composite layer with a random close to zero refractive index is written as follows:

\[ R_{123} + T_{123} + W_{123} = 1, \] (18)

where \( W_{123} \) is the part of external radiation propagating along the layer. Using the limit values \( R_{123} = 0.019 \) and \( T_{123} = 0.95 \) for a sample with a layer thickness of \( d_2 = 10 \) μm for a normal incidence of a laser beam with a wave length \( \lambda = 632 \) nm, we get \( W_{123} = 0.031 \).

Wave flow effect for the flat surface of the composite layer (PMMA & Ag) was discovered by us experimentally [16].

**Fig. 5** shows the experimental reflection and transmission spectra of samples with composite Ag&PMMA layers on glass substrates with respect to the spectral values of reflection and transmission of a glass substrate. When the layer thickness of \( d_2 = 5.20 \) mkm, as can be seen from Fig. 5a, the interference of light is detected and the refractive index of the composite can be calculated from the location of the minima. The formation of these interference minima is due to the fact that the range of permissible values \( (0, \Delta n_2) \) of the random refractive index of the medium is such that \( \Delta n_2 << 1 \).

In the experimental reflection and transmission spectra in Fig. 5, where the interference of light is observed in formulas (9), (11), the angles of refraction should be considered valid. We define these angles using the following relations:

\[ \cos \theta_2 = \sqrt{1-y_2^2}, \quad y_2 = \sin \theta_2, \quad y_2 \leq 1, \]

\[ \sin \phi_2 = \Delta n_2 y_2, \quad \cos \phi_2 = \sqrt{1-(\Delta n_2)^2 y_2^2}. \]

The value \( x_2 = 1 \) separates the areas of complex and real angles of refraction in the layer. At \( x_2 > 1 \) angles of refraction \( \theta_2 \) are complex, and at \( x_2 < 1 \) angles of refraction are real. When \( x_2 = 1 \) the angle \( \theta^e_2 \) that determines the direction of attenuation of the wave is equal to zero, that is the attenuation of the wave propagating along the layer occurs in the direction perpendicular to the surface of the layer. The angle \( \theta^e_2 \) is a random variable, varying from \(-\pi/2\) to \(+\pi/2\), including \( \theta^e_2 = 0 \). In this case, the value \( x_2 = \text{ch} \theta^e_2 \) varies from 0 to 2.53. However, as can be seen from formulas (10), (12), the reflection and transmission coefficients of a layer with a random close to zero refractive index have a sharp maximum at \( x_2 = 1 \), that is, at \( \theta^e_2 = 0 \). This means that when a random variable \( x_2 \) changes, a value \( x_2 = 1 \) is most likely to be realized, which allows us to simplify the calculation of the reflectance and transmittance of the layer, as well as the field inside the layer with reflection and refraction coefficients \( f_{\pm}^{\epsilon} \) (see relation (6)).

As follows from the transmission spectra of Fig. 5b of composite layers (PMMA&Ag) with silver nanoparticles at a thickness of \( d_2 = 10, 30, 50 \) μm, the relative transmittance of the layers with respect to the optical transmittance of the glass substrate is greater than 1 and practically does not depend on the wavelength. This means that in these layers an amplified optical transmission of

**Fig. 5.** The experimental reflection spectra (a) and transmittance (b) of the composite layers (PMMA & Ag) with different thickness of silver nanoparticles on a glass substrate. The spectra are presented in relative units with respect to the optical transmission and reflection of a glass substrate 2 mm thick. The relative reflectivity of the glass substrate in Fig. 5a is 100, and its own value is 0.07. Curve 1 - layer thickness \( d = 5 \) μm; curve 2 - \( d = 20 \) μm; curve 3 - \( d = 10 \) μm; curve 4 - \( d = 50 \) μm.
light is detected in a wide range of wavelengths. In the polymer layers of the same thickness, the relative transmittance \( T_{\text{PMMA/glass}} / T_{\text{glass}} < 1 \), that is, the deposition of polymer layers on the surface of the glass substrate leads to additional absorption of \( \text{PMMA/glass} \) samples. Thus, the addition of silver nanoparticles to the polymer matrix leads to an increase in the transparency of thick composite layers synthesized according to the nanotechnology developed by us.

**Fig. 6** shows the experimental reflection and transmission spectra of samples with layers of PMMA polymer on glass substrates with respect to the spectral values of reflection and transmission of the glass substrate itself. In the polymer layers of the same thickness, as can be seen from Fig. 6, the interference of light is not detected, since the refractive index of this polymer is 1.49.

**Fig. 6.** Experimental reflection (a) and transmittance (b) spectra of polymer layers of different thickness on a glass substrate. The experimental spectra are presented in relative units with respect to the reflectivity and transmittance of the glass substrate. The relative reflectivity of the glass substrate in Fig. 6a is 100, and its own value is 0.07. Curve 1 - layer thickness \( d = 5 \, \mu \text{m} \); curve 2 - \( d = 10 \, \mu \text{m} \); curve 3 - \( d = 50 \, \mu \text{m} \).

**Fig. 7.** Localization of photons in the PMMA\&Ag layer at a normal incidence of a laser beam on the surface of the layer (photo): a) Photo of a PMMA/glass sample with a polymer layer; b) Photo sample (PMMA & Ag) / glass with a composite layer. The arrow indicates the region of photon localization.

**Fig. 7a** shows a photograph of a PMMA polymer layer on glass, where the region of photon localization is absent. **Fig. 7b** shows a photograph of the photon localization region in the composite layer. We will consider the effect of photon localization in the composite layer as a spatial transformation of the energy density of external radiation, when the beam of external radiation is localized in a small region inside the layer. At \( \lambda = 632 \, \text{nm} \) and for \( \Delta n^2 \) = 0.1625 a composite layer with a thickness of \( d_2 = 10 \, \mu \text{m} \), we obtain a \( \Delta x = 7.778 \, \mu \text{m} \) when linear dimensions of the photon localization region smaller than the layer thickness. Thus, the photon localization region is much smaller than the diameter of the laser beam irradiating the composite layer.

**5. CONCLUSION**

This article presents theoretical and experimental evidence for the existence of a photon localization effect in a metamaterial layer with a random refractive index close to zero. The detection of this effect indicates that in such optical media the usual beam path characteristic of Fresnel optics is violated. As a result, a parallel beam of light inside the layer is localized in a small region.

A violation of the principle of reversibility of light fluxes in the composite layer was experimentally
discovered in [14], and the explanation of this phenomenon was associated with the effect of photon localization. This article provides direct evidence of the existence of a photon localization effect in optical media with a random refractive index close to zero.

As follows from the conservation law (18), the localization of photons inside the composite layer is accompanied by light bending around the flat surface of the layer.
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1. INTRODUCTION
Composite materials are a heterogeneous system that consist of a matrix (polymers, ceramics or metals) in which are distributed high-strength or high-modulus fibers or particles. Dispersion-strengthened polymeric composite materials are a structure consisting of a matrix in which are uniformly distributed the finely-divided particles. Disperse filler particles are introduced into the matrix by special technological methods. In this case, the particles should not actively interact with the matrix and should not dissolve in the matrix until the melting point is reached. The matrix perceives the main load in these materials, in which the reinforcing phase of the filler creates a structure that hinders the movement of dislocations. Dispersion-strengthened polymeric composite materials are, as a rule, isotropic.

Strength and hardness of the composite material depends on the properties of the filler, but the matrix influence to the properties of composite materials. For example, the thermal conductivity and electrical conductivity of the composite material strongly depend on the conductivity of the matrix. The matrix serves as an adhesive that connects the filler particles to the material and gives the product the desired shape. The effect of the filler particles in the matrix is consist to change the mechanical and electrophysical properties: an
increase in the tensile modulus, an increase in tensile strength, an increase in resistance to impact load, a decrease in strain relaxation and thermal expansion, an increase in electric conductivity, an increase in permittivity and magnetic permeability. Herewith the total cost of the material is reduced, because the cost of the polymer is more than the cost of the filler.

A significant increase in strength at the micro level is determined by statistical factors. The probability that a sample of material contains a sufficiently large defect, which can cause brittle failure, falls with a decrease in the sample. Also, the defect does not increase and does not affect on other fibers if few fibers were destroyed in matrix. In presence of bonding material the defect of the single fiber is not critical because the stress is distributed between other fibers.

The presence of spherical particles of filler in elastomeric material lead to better tensile modulus. The tensile modulus of filled elastomeric material $E_{CM}$ refers to the tensile modulus of unfilled elastomeric material $E$ as:

$$E_{CM} = E(1 + 2.5f + 14.1f^2),$$

where $f$ – is volume concentration of the dispersion phase [1].

In the area of polymeric materials science the great attention is paid to the issue of search new functional fillers. Based thereon we can obtain polymer composite materials, then have unique characteristics, including controlled properties.

Perspective filler for composite materials is magnetite – is ore mineral, pervasive in nature, ferro-ferrite with chemical formula $\text{Fe}_3\text{O}_4$ and spinel structure.

Magnetite has unique electrophysical and magnetic characteristics. In present significant amount of polymer composite materials based on magnetite have been developed. In literature the large amount papers published extensively, in which shows the results of investigation of structure and properties of same materials, also, possible areas of application of this materials were proposed in this papers. Magnetite sheets with thikness 200...300 nm were obtained and investigated by autors of this paper [2], it can be used in quality of perspective material in spentronic.

Based on results of investigation converse magnetostrictive effect for composite material which consist of synthetic isoprene rubber and magnetite in this paper [3] conclusion about possible of application this materials in quality of dynamic absorber and vibration isolator had been made. In biomedical magnetic polymeric microspheres magnetite has been actively applied [4-6]. Polymeric composites based on polystyrene matrix and magnetite can be used in quality sorbtion material [7, 8]. In this paper [9] the results of investigation of electrophysical, magnetic and microwave absorption properties of materials, which consist of thermoplastic natural rubber filled nanosized magnetite particles, were described. This materials, according to the author, can be used in areas such as radio technology and electronic engineering.

Thus, polymer composite materials, which consist magnetite as active functional component, can be successfully used in many areas of technique. Herewith elastomeric materials filled of natural magnetite were not investigated completely. Therefore, the main purpose of this work was to obtain elastomeric composite materials based on butadiene-styrene rubber SKS-30 ARK and magnetite and to study the effect of the filler on the technological, elastic-strength, electrophysical and microwave characteristics of the obtained materials.

2. MATERIALS, TECHNOLOGIES, RESEARCH METHODS

In this work, butadiene-styrene rubber SBR-1500 (GOST 15627-79 for a similar SKS-30 ARK) was used as a matrix, and magnetite – $\text{Fe}_3\text{O}_4$, iron-ore concentrate with a mass fraction of iron more than 69.5% (see Table 1), technical specifications 0712-030-001186803-99
Particle size distribution of iron-ore concentrate powder were determined with a laser diffractometer Analysette 22 MicroTec Plus. Differential and cumulative grading curve of particles distribution of iron-ore concentrate powder is shown on Fig. 1. It can be seen that particles distribution is unimodal particle size range between 0.1 to 100 μm. The maximum distribution corresponds to a particle size of about 20 μm. As can be seen from the integral curve, 90% of the iron-ore concentrate particles are smaller than 40 μm.

Fig. 2 shows the diffraction pattern of iron-ore concentrate powder, which was shoted using diffractometer HZG-4 (Ni-filter) with CuKα = 1.54051 Å on a diffracted beam in a step-by-step mode with a pulse-recruitment time of 10 s and a step size of 0.02° in the 2Θ range 2…80°.

Qualitative analysis of the diffractogram was conducted using the PDF-2 and COD databases. Based on this it can be said that the concentrate of iron ore is magnetite (diffraction reflections at 2Θ ~36°, ~57°, ~63°), in which silicon oxide is present as the impurity phase (an amorphous halo is observed in angle range 2Θ ~16°-26° and diffraction reflections at 2Θ ~27°, ~41°, characteristic for quartz [10]) in an amount of about 5-6% (the content of silicon oxide, determined by semi-quantitative analysis of diffraction pattern using the software Match, the content of silicon oxide in the concentrate, according to data provided by «Lebedinskii ore mining and processing enterprise», 2.79% – see Table 1).

The cubic lattice parameter, calculated from the most intense reflections, is \( a = 8.39113 \) (0.00289). The average crystallite size, calculated from the Scherrer formula, is \( D \approx 230 \) Å.

Magnetite belongs to the family of ferrites (spinel). The cubic crystal lattice of spinel is formed by oxygen anions \( O_2^- \), with which \( Fe^{3+} \) and \( Fe^{2+} \) cations are connected. In this case, iron cations can be surrounded by four anions \( O^2^- \) (tetrahedron) and six anions \( O^2- \) (octahedron). Accordingly, magnetite has a crystal structure of reversed spinel: \((Fe^{3+})[Fe^{2+}Fe^{3+}]O_4\). In the first part of the structure – \((Fe^{3+})\) there are cations only with valence +3, and in the second part – \([Fe^{2+}Fe^{3+}]\) cations are twice as large and they have valence of both \( 2^+ \) and \( 3^+ \).

Unlike ferromagnets, magnetite has a high resistivity value, a lower saturation induction value, and a more complex temperature dependence of induction. Magnetite is a

### Table 1.

<table>
<thead>
<tr>
<th>Content, mass fraction, %</th>
<th>Fe₂O₃</th>
<th>FeO</th>
<th>SiO₂</th>
<th>MnO</th>
<th>CaO</th>
<th>MgO</th>
<th>Na₂O</th>
<th>K₂O</th>
<th>TiO₂</th>
<th>S</th>
<th>P</th>
<th>Losses</th>
</tr>
</thead>
<tbody>
<tr>
<td>70.1</td>
<td>10.08</td>
<td>9.26</td>
<td>2.79</td>
<td>0.14</td>
<td>0.21</td>
<td>0.00</td>
<td>0.05</td>
<td>0.03</td>
<td>0.05</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Fig. 1. Differential and cumulative grading curve of particles distribution of iron-ore concentrate powder.

Fig. 2. Diffraction pattern of iron-ore concentrate: 1 – phase \( Fe_3O_4 \); 2 – phase \( SiO_2 \).
The specific electrical conductivity of monocrystalline magnetite is maximum at room temperature (250 Ohm$^{-1} \cdot$cm$^{-1}$), it decreases rapidly with decreasing temperature, reaching a value of about 50 Ohm$^{-1} \cdot$cm$^{-1}$ at the temperature of the Vervey transition (phase transition from cubic to low-temperature monoclinic structure existing below $T_V = 120$–125 K).

Ferromagnetism in metals is formed between contacting atoms. In magnetite, magnetoactive cations are far from each other, because they are separated by oxygen anions that do not have a magnetic moment, and the direct exchange interaction between the cations is very weak or absent (indirect exchange).

Due to the high electrical resistivity, magnetite has low eddy current losses. Saturation induction is approximately 20-25% of iron saturation induction.

Investigated samples were obtained in four stages. Rubber masterbatch, that consist from butadiene-styrene rubber and magnetite in ratio 1:3, were prepared in laboratory mill, tentatively. The remaining components included in the composition (Table 2) were mixed with the masterbatch in a laboratory rubber mixer for 6 minutes at a temperature of $T = 60^\circ$C. The finished mixtures were processed on laboratory mill.

Purpose of the components of the curing system, which given in Table 2, is as follows:

- Technical stearic acid, C$_{17}$H$_{35}$COOH (GOST 6484-96) – vulcanization activator, plasticizer, disperser;
- Zinc oxide, ZnO (GOST 202-84) – vulcanization activator;
- Sulfar, $S$ (GOST 127.4-93) – vulcanizing agent;
- Altax, 2,2’-Dibenzothiazolidisulphide, C$_{14}$H$_8$N$_2$S$_4$ (GOST 7087-75) – vulcanizing agent and vulcanization accelerator;
- Magnetite, Fe$_3$O$_4$ (Technical Specifications 0712-030-001186803-99) – functional filler for increase the electrical conductivity, dielectric permittivity and dielectric loss angle tangent, to give magnetic properties for composites.

Prepared mixtures with magnetite content $C = 0$...300 weight parts (w.p.) were cured in hydraulic press during that time shown in Table 2 at a temperature of $T = 160^\circ$C. As a result, smooth elastic plates with a thickness of 1 mm were obtained.

In this work were investigated concentration dependencies of following parameters: tensile strength, breaking elongation, volume resistivity, dielectric permittivity and dielectric loss angle tangent on some frequencies, reflection loss, transmission coefficient and loss coefficient in the frequencies range 25.86…35.7 GHz.

Stress-strain properties of materials were determined by universal testing system Instron 3365. Tentatively, samples for testing were cut from plates with millimeter thickness by cutting die with work sector width equal 5 mm, and work sector length equal 35 mm. Sample thickness were determined at three points by micrometer, and average value were calculated. Stretching of the samples were conducted at a tensile testing grip speed of 500 mm/min. Tensile strength $\sigma_p$, MPa and breaking elongation $\varepsilon_p$, % were calculated from the test results [12]:

$$\sigma_p = \frac{P_p}{d \cdot b_0},$$

$$\varepsilon_p = \frac{l_p - l_0}{l_0} \cdot 100,$$

where $P_p$ – is force, which is a cause of sample breaking, $N$; $d$ – is mean of sample thickness,
before measurement, \( m \); \( b_0 \) – is sample width, before measurement, \( m \); \( l_s \) – is length between marks at breaking moment of sample, \( mm \); \( l_0 \) – is length between marks of sample, before measurement, \( mm \).

Volume resistivity \((\rho_v, \Omega \cdot m)\) of samples plates were determined by high resistance meter Agilent 4339B with resistivity cell 16008B. Clamping device of cell provides a tight contact between electrode and sample surface. The value of sample resistivity were measured after storage during that 6 minutes at voltage equal 100 \( V \). Sample thickness were determined at six points by micrometer, and average value were calculated. Calculation of \( \rho_v \) were made with formula:

\[
\rho_v = \frac{R \cdot S}{L},
\]  

where \( R \) – is measured sample resistivity, \( \Omega \); \( S \) – is surface area of electrodes, \( m^2 \); \( L \) – is sample thickness, \( m \).

Dielectric parameters were determined by precision LCR Meter Agilent E4980A with dielectric test fixture 16451B. The value of gap between electrodes had been determined by built-in micrometer. The determination technique of relative dielectric permittivity \( \varepsilon \) is based on depend dielectric permittivity of material between electrodes upon capacity of parallel-plate capacitor [13]. The amount of \( \varepsilon \) is calculated with formula:

\[
\varepsilon = \frac{C_x \cdot d}{\varepsilon_0 \cdot S} = \frac{(C_x - C_p) \cdot d}{\varepsilon_0 \cdot S},
\]  

where \( C_x \) – is measured capacity, \( F \); \( C_p \) – is correction, which consist of the amount parasitic and lateral capacitance of measuring capacitor, \( F \); \( d \) – is value of gap between electrodes, sample thickness, \( m \); \( \varepsilon_0 \) – is dielectrical constant equal \( 8.854 \cdot 10^{-12} \, F/m \); \( S \) – is area of electrodes of parallel-plate capacitor, \( m^2 \).

The dielectric loss angle tangent \( \tan\delta_c \) of investigation composites were calculated with formula:

\[
\tan\delta_c = \tan\delta_x \cdot \frac{C_x}{C_x - C_p},
\]  

where \( \tan\delta_x \) – is measured value of dielectric loss angle tangent of measuring capacitor.

A series of studies of microwave absorption properties of investigation materials has been conducted. Investigation of reflection loss \( R \) (\( dB \)) and transmission coefficient \( T \) (\( dB \)) in the frequencies range of 25.86 to 37.5 GHz were determined by vector network analyzer Anritsu MS4644A with guided-wave measurement cell. Calculation of reflection, transmission and losses coefficient has been produced with formula (Fig. 3):

\[
T = \frac{P_{\text{trans}}}{P_{\text{init}}}, R = \frac{P_{\text{refl}}}{P_{\text{init}}}, L = \frac{P_{\text{loss}}}{P_{\text{init}}} = 1 - T - R,
\]  

where \( P_{\text{init}} \) – is initial wattage of EMI, \( W \); \( P_{\text{trans}} \) – is transmission wattage of EMI, \( W \); \( P_{\text{refl}} \) – is reflection EMI wattage, \( W \); \( P_{\text{loss}} \) – is losses of EMI wattage in material, \( W \).

Magnetic properties of obtained composites were investigation by magnetometer. Magnetization curves of samples upon magnetic field strength 5 kOe were plotted by automatic vibromagnitometer EG&G PAR-155. Discs with a diameter of about five millimeters and thickness of about one millimeter have been cut from composite plates. Discs was glued to holder by glue BF-2.

Interesting from the point of view of practical applications is the possibility to control the reflection coefficient from magnetoelastomeric composite using a magnetic field.
measurements were performed according to the scheme shown in Fig. 4.

The sample was placed in a short-circuited section of the waveguide path with a cross section of 7.2×3.4 mm (operating frequency band 25.86...37.5 GHz, the main wave type TM_{01}). The magnetic field of 0.4 T has been created by two permanent magnets of high-coercive NdFeB alloy. The amplitude and phase of the scattering matrix coefficient S_{11} (back reflection to the generator) at different directions of the magnetic field vector were measured using a vector analyzer Anritsu MS-4644A.

3. RESULTS AND DISCUSSION

Most important parameter to achieve strengthen effect of materials is interfacial area between rubber matrix and filler particles. Interfacial area of rubber/filler depends on particle size and filler concentration. Key parameter for definition of gain rate rubber is amount of physical-chemical bonds between rubber matrix and filler particles.

The stress-strain measurements results for materials based on butadiene-styrene rubber and magnetite have been illustrated in Fig. 5.

Measurements on extension at tension showed that increase of filler concentration result to increase elasticity modulus at extension and decrease of extension elongation. This improvement of stress-strain properties is due to mobility limiting of polymeric chain in rubber (resulted from distribution of filler particles and interaction with them).

Tensile strength is characterized by persistence to expansion of cracks in rubber. Addition of filler particles significantly increase tensile strength of elastomeric composites. Tensile strength for such materials is due to structure of elastomeric composites, strong interface interactions between filler particles and rubber matrix, also to ability to skid of aggregates during extension. In this case physical barriers is forming in the way of expansion of cracks and crack growing energy is decrease.

Composites have not only greater strength, but also greater hardness in comparison with unfilled materials. Increase of hardness is due to equal distribution of filler particles, which increase degree of interface interactions between filler particles and rubber matrix.

Strength is increasing to certain maximum, which depended of composition components nature, with growing of specific surface of high-dispercity filler. In case of product with small thickness and difficult configuration preference is given to high-dispercity fillers (powders), because they are easy distributed in matrix, thereat saving internal distribution during forming. Application of high-dispercity fillers decrease possibility of destruction, delamination of product during the next mechanical processing.

Solid impurities in extended sample are decreasing stress in the contact area between matrix and filler. For example, in spherical particles stress exceeds in one and a half stress in matrix bulk, in other words filler perceives the main part of stress. The influence of the filler increases, when particles have an ellipsoidal form and have been directed to axis of deformation.
Generally strength of composite material is determined by intermolecular Van der Waals interactions and by bonding force of main chain of macromolecule in polymer matrix. When macromolecules is undirected (low-filled composites), bounds is located at large angles to direction of applied stress. In this case macromolecule have a sufficient flexibility. Destruction of composite material in the direction of stress for the most part is carried out from separation of links and segments of macromolecule at them sliding relative to one another, results from mobility and different length of macromolecule chains. In case when filler increases strength of polymer composite, the amount of cross-links in the polymer network and the amount of bonds between nearest filler particles are increased. Breaking of this three-dimensional hard structure is carried out predominantly from breaking of bonds in main polymer chain. Polymer composites like other construction materials are destructed is due to progressing of initial defects. It should be noted that fact of filling leads to difficult technological defects in composite, which include cracks and pores, which is formed during production. These defects are formed as a result of collateral action by adding the filler in polymer matrix, this action causes the concentrating of stress on aggregates of particles and is a potential reason of starting of destruction. Distribution of initial cracks in the bulk of polymer composite and them geometry of growing are depending of strengths relation and relation of thermal-expansion coefficients of matrix and filler. In this case, hemispherical cracks around filler particles, which later transition in matrix or cracks passing through matrix and particles (the most dangerous for product) are appearing. However filler particles plays a role not only initiator of cracks in composite. Individual particles able to brake and stop growing of cracks at small growing velocity of them. Such cracks, when they meets with particle, break adhesion bonds on the surface of contact between particle and matrix. Thus, the front of crack extends over and local stresses are redeployed in the area of matrix near interface.

As a result, the strain energy at the front of crack decreases and growing of the crack is stopped [14].

Thus, with increasing of filler concentration the strength characteristics $\sigma_b$ and $\varepsilon_b$ increases to a maximum at concentration $C = 200$ w.p. Tensile strength slightly decreases at further increasing of magnetite concentration. The value of breaking elongation $\varepsilon_b$ at concentration $C = 300$ w.p. is comparable to the value of this parameter for unfilled vulcanizates. That means, that in investigated range of magnetite concentration composite saves satisfactory stress-strein properties.

The value of electrophysical parameters of elastomeric composites also changes at increasing of magnetite concentration $C$: volume resistivity $\rho_v$ decreases (Fig. 6), dielectric permittivity $\varepsilon$ and dielectric loss angle tangent $\tan \delta$ increases (Fig. 7).

The figure shows that the dependence of the permittivity and the dielectric loss tangent at values $C = 200...300$ w.p. at frequencies of 1 kHz and 1 MHz are different. This effect may
be related to wide distribution of filler particles on sizes which is related to aggregation of filler particles in clusters, as well as with a change in the nature of polarization and the mechanism of conductivity of the composite with increasing frequency. The conductivity of magnetite at a temperature above the temperature of the Vervey transition is explained by the presence of a variable valence and has a frequency dependence. In turn, the value of the electrical conductivity of polycrystalline magnetite, depending on the presence of cracks and their orientation may differ hundreds of times.

The results of measurement of reflection $R$, transmission $T$ and loss $L$ coefficients in dependence of magnetite concentration $C$ is shown on Fig. 8. Loss coefficient $L$ increases at growing of magnetite concentration $C$ that is due to increasing loss by electrical conductivity. The best shielding characteristics (minimum of transmission coefficient and maximum of reflection coefficient) are observed in concentration range $C = 100...200$ w.p.

On the amplitude-frequency characteristic of the reflection coefficient of the sample measured in the configuration Fig. 4, there is an interference peak, the position $f$ and the intensity $A$ of which at different direction of the external magnetic field, as well as in its absence, are presented in the Table 3.

The application of an external magnetic field changes the magnetic susceptibility of a magnetically soft composites in the direction of the magnetic field, which should affect the nature of the interaction with polarized electromagnetic radiation. The obtained results show the anisotropy of the reflection coefficient of magnetoelastics from the direction of the external magnetic field. Reduction of the magnetic susceptibility of the medium with the application of an external field should lead to a decrease in the reflectance of the sample and to an increase in the transmittance. The reflection from the sample increases with a horizontally applied magnetic field, since the vector of the magnetic field of the wave in the waveguide is also directed horizontally. This effect can also be used in multilayer structures [16].

Magnetization curves for composites are shown on Fig. 9. The absence of hysteresis on magnetization curves for composites makes it possible to classify the investigated materials to class low-coercivity materials. The saturation magnetization $\sigma_S$ in this materials is achieved in magnetic fields $4$ kOe and increases at growing of magnetite concentration. The similar results were obtained in a paper [15] for polyethylene/nikel ferrite nanocomposites.

![Fig. 8. Dependence of the transmission $T$ (squares), the loss $L$ (triangles) and the reflection $R$ (circles) coefficients on the magnetite concentration $C$.](image)

![Fig. 9. Magnetization curves for composites at different magnetite concentration $C$: 1 - 50 weight parts, 2 - 100 weight parts, 3 - 200 weight parts, 4 - 300 weight parts, 5 - level of specific saturation magnetization for pure magnetite [17].](image)
4. CONCLUSION

Thus, elastomeric composite materials based on butadiene-styrene matrix and magnetite are obtained. For them is shown, that:

- At increasing of magnetite concentration in butadiene-styrene rubber strength of vulcanizates increases reaching maximum at concentration 200 weight parts. Breaking elongation is changing similarly;
- The value of magnetite concentration at which is seen significant change of electrophysical parameters and also change of reflection and absorption coefficients is 100 weight parts;
- With increase of magnetite concentration the value of \( e \) and \( tgd \) grows (at frequency 1 MHz from 2.5 to 12 and from 0.02 to 0.13 consequently) and volume resistivity decrease (from \( 10^{13} \) to \( 10^7 \) Ω·m);
- With increase of magnetite concentration saturation magnetization grows (for composites \( \sigma_s = 27...55 \), that comparable with \( \sigma_s = 92 \) for pure magnetite);
- There is an anisotropy of the reflection coefficient of magnetically elastomeric composite materials from the direction of the external magnetic field.

Elastomeric composites based on butadiene-styrene matrix and magnetite have the next advantages: flexibility, adaptability to manufacture, cost-efficiency, well stress-strain properties. This materials can be used as a screens reflecting EMR, microwave absorption materials, antistatic materials, magnetorheological materials, including materials with controlled parameters. For improving of characteristics are recomended: choose a optimal dispersability of magnetite, master a technique of producing magnetostructural materials, correct a rubber-stock formula.

A promising direction in materials science is the synthesis of elastomeric nanocomposites based on nanophase fillers with different physical properties that can be effectively used not only as electrodynamic media, but also in acoustoelectronic devices [18, 19, 20].
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Abstract. The review is devoted to carbon-containing compounds with magnetic properties. It considers recent developments in the problem of synthesis and studying physico-chemical properties of single-molecule magnets (SMMs). It is shown that single-molecule magnets, such as graphene and its donor-acceptor complexes, metal complexes with Schiff’s bases, paramagnetic high-spin complexes of porphyrins/phthalocyanines, as well as 3D nanoparticles of metal oxides and hybrid composites of magnetic nanoparticles with graphene have a large and even giant magnetocaloric effect at temperatures close to room conditions, i.e. beyond the temperature range of magnetic transitions. For the first time, the behaviour of such molecular materials has been determined by a direct method on an original microcalorimetric apparatus and the first data on the interconnection between the chemical structure of their molecules and magnetothermal properties have been obtained.
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1. INTRODUCTION (199)

The last two decades have seen active studies of magnetocaloric effect (MCE) in various magnetically ordered materials [1, 2]. Magnetocaloric effect is an adiabatic change in the sample temperature at variations of external magnetic field. MCE is caused by redistribution of internal energy between the system of magnetic atoms and the material crystal lattice. The possibility to use MCE for creating a magnetic refrigerator that works at room temperature and in medical applications has urged quite a lot of research into this effect [3-5]. The list of works in this field contains several thousand papers and reviews. However, despite the large volume of the experimental data, the physical nature of MCE is not fully understood.

It is extremely important to study magnetocaloric effect in carbon-containing compounds that often display magnetic properties at the level of a simple molecule for solving fundamental problems of magnetism and solid state physics. This is connected with the problem of obtaining information about magnetic phase transitions and magnetic state of a substance [6]. Single-molecule magnets, such as graphene and its donor-acceptor complexes, metal complexes with Schiff’s bases, paramagnetic high-spin complexes of porphyrins/phthalocyanines, as well as 3D nanoparticles of metal oxides and hybrid composites of magnetic nanoparticles with graphene have a large and even giant MCE at temperatures close to room conditions, i.e. beyond the temperature range of magnetic transitions.

2. STATE-OF-THE-ART OF THE PROBLEM OF MAGNETISM IN CARBON-CONTAINING COMPOUNDS (200)

3. MAGNETOCALORIC EFFECT (MCE) IN PARAMAGNETIC COMPLEXES OF PORPHYRINS AND PHTHALOCYANINES (202)

4. MAGNETOTHERMAL PROPERTIES IN COMPOUNDS WITH SCHIFF’S BASES (206)

5. MCE IN GRAPHENE AND OTHER CARBON NANOFORMS (208)

6. CONCLUSION (211)

REFERENCES (212)
This review presents data on magnetocaloric behaviour of the above-mentioned molecular materials, the first data about the interconnection between the chemical structure of their molecules and magnetothermal properties.

2. STATE-OF-THE-ART OR RECENT DEVELOPMENTS OF THE PROBLEM OF MAGNETISM IN CARBON-CONTAINING COMPOUNDS

Carbon-containing compounds with magnetic properties have long been of interest to scientists. Materials of this new type with specific spintronics and quantum behavior at the level of a simple molecule were named single-molecule magnets (SMMs). Cooperation of chemists and physicists has allowed them to obtain a large volume of data about the interconnection of molecular structure and magnetic properties of objects and led to the formation of a new field in magnetochemistry. There are a number of research schools dealing with the problems of synthesis of SMMs (high-spin molecules) and studying their electronic structure and magnetic properties [6-11]. One of the indicators of magnetic properties is the magnetocaloric effect (MCE) in a magnetic material. This effect has an extremely wide application range in magnetic cooling and therapy of cancer (in hyperthermia method applications). MCE is a change in the magnetic state of a material caused by changes in the external magnetic field. MCE is defined as a change in magnetic entropy in the isothermal process, $\Delta S_m$ and/or as a temperature change in the adiabatic process following changes in the magnetic field, $\Delta T_{ad}$. MCE parameters can be obtained by directly measuring $\Delta T_{ad}$ or indirectly, by calculating $\Delta S_m$ and/or $\Delta T_{ad}$ from experimental values of heat capacity and/or magnetization at different magnetic field values and temperatures. In most of the works, magnetocaloric effect of single-molecule magnets is determined in the low-temperature region (from 0 to 10 K) from experimentally obtained data on the magnetization temperature dependence. All the attempts made so far to obtain maximum MCE values in the magnetic transition region for single-molecule magnets by the direct calorimetric method have been unsuccessful. However, it is at room temperatures that devices and apparatuses that use magnetocaloric effect work, not taking into account devices for specific purposes.

Among the first research groups who studied the crystal structure and magnetic properties of high-spin manganese clusters was R. Sessolli’s group [7]. It was one of the first attempts of targeted design of a single-molecule magnet (Fig. 1). Later, studies of this type became much more numerous.

The magnetocaloric effect of Mn$_{12}$Cl-benzoate was calculated by the authors of [12] based on the temperature dependence of magnetization (from 2 to 20 K), and at the magnetic flux density of 3 T it equals 15 J/mol K.

Work [13] deals with synthesis, description and analysis of single-molecule magnets containing gadolinium and dysprosium. The authors of [13] study the magnetocaloric effect in gadolinium compounds using the characteristics obtained on a SQUID magnetometer. An example of the structure of the compounds that they obtained is shown in Fig. 2.

J. Schnack’s group [14] studied the magnetothermal properties of antiferromagnetic single-molecule
magnets. They have found that deformations in the geometric structure of an antiferromagnetic increase the magnetocaloric effect.

When studying the magnetothermal properties of the dimer \([\text{Gd(OAc)}(\text{H}_2\text{O})_2]_2\cdot4\text{H}_2\text{O}\), the authors of [11] calculated the MCE from experimental data using the temperature dependence of specific heat capacity. At a temperature of 1.8 K, \(\Delta S_m\) was equal to 40 J/kg K \((B = 7 \text{ T})\). The calculated MCE value of the dimer exceeded \(\Delta T_{ad}\) of metallic gadolinium.

A large group of Chinese scientists [15] is studying the magnetothermal properties of clusters of rare-earth metals and their complexes with transition 3d metals based on complex organic acids and other macromolecules. For example, they found a giant magnetocaloric effect in the Gd(OH)CO\(_3\) monocrystal of rhombic structure.

The authors of [16] have synthesized single-molecule magnets based on Mn(II)-Gd(III) and discovered that the magnetism type depends on the compound structure. The entropy change value calculated by the authors using magnetization data at a temperature of 3-8 K and induction of 5 T exceeds the experimental data that were reported in literature earlier.

A tubular, 48-metallic (3d-4f) cluster of Gd\(_{36}\)Ni\(_{12}\) was synthesized in [17] via self-assembly of the metal ions. The authors of the mentioned work calculated the entropy change \(\Delta S_m\) at different values of magnetic field and temperature and arrived at the value of 36.3 J/kg K at 3 K for \(B = 7 \text{ T}\). This value is 45% higher than the highest value reported in literature [25 J/kg K] calculated by the same method for Mn\(_{14}\) [18] but is lower than the value calculated by Evangelisti based on heat capacity [11].

The latest achievements in the field of studying magnetic and magnetocaloric properties in ternary intermetallic compounds of rare earth elements \(\text{RE}_2\text{T}_2\text{X}\) (\(\text{RE} = \text{Gd-Tm}; \text{T} = \text{Cu, Ni, Co}; \text{and} \ X = \text{Cd, In, Ga, Sn, Al}\)) are considered in review [19]. Some of these compounds have a high MCE making them attractive in low-temperature magnetic cooling applications. The focus of the work is to understand the connections between magnetocaloric characteristics of the compounds, their crystal structure, magnetism and magnetic phase transition. The review discusses the physics of MCE appearance and potential applications of the \(\text{RE}_2\text{T}_2\text{X}\) compounds.

Naoto Ishikawa [20] has published a number of works on studying the behaviour of phthalocyanine complexes of lanthanides as SMMs. The work confirms the contributions to the magnetic behaviour of the complexes made by the interaction of magnetic moments of the spin density carrier – lanthanide – with magnetic moments of the \(\pi\)-systems of the macrocyclic ligands in the complexes.

The authors of several recent publications report on the magnetocaloric effect for unique single-molecule magnets \([\text{Mn(pyrazole)}_4]_n[\text{Nb(CN)}_8]_n\cdot4\text{H}_2\text{O}\) and \([\text{Fe(pyrazole)}_4]_n[\text{Nb(CN)}_8]_n\cdot4\text{H}_2\text{O}\). In works [5, 21], the authors calculated changes in the isothermal entropy and the adiabatic temperature change by using the results of heat capacity measurements. They have found that these values are comparable with the data obtained for other representatives of single-molecule magnets. This conclusion also agrees with the results of the first study [22] of this compound that used an indirect approach for determining MCE.

The nature of molecular magnetism was studied by the authors of [23] on heterometallic 3d-4f SMMs. It was shown that the SMM properties depend on a combination of single-ion anisotropies of all the centers of the paramagnetic metal involved and presence of 3d-4f exchange interactions. That is why it is necessary to take into account the internal properties of the d-metal ions involved and the role played by the contributions of both d and f electrons of the participating trivalent lanthanide ions.

The transition from a low spin to a high one caused by the intramolecular transfer of the electron was described in detail when the static magnetic properties and spin dynamics in zero-sized valence cobalt tautomers was studied [24]. It was shown that a spin-crossover can be controlled by temperature, external pressure or light radiation.
The magnetic properties of finite graphene fragments of arbitrary shape were studied using benzenoid graph theory and first-principles electronic structure calculations. It has been demonstrated that the principle of topological frustration of the π-bonds can be used for introducing a large spin and for interesting spin distributions in graphene.

Weak supermagnetism and hysteresis at room temperature were determined for graphite oxide and reduced graphene oxide [27] (MCE, however, was not found). The magnetic behaviour was explained by individual domains, each representing a cluster of defective magnetic moments bound by a ferromagnetic interaction.

The authors of this review in their works discussed below considered the causes of MCE appearance in single-molecule magnets – graphene and its donor-acceptor complexes, metal complexes with Schiff’s bases, paramagnetic high-spin complexes of porphyrins/phthalocyanines and their donor-acceptor dyads with substituted fullerenes – at the quantitative level. The magnetocaloric behaviour of the compounds at temperatures close to room conditions was studied. It was shown that, like 3D nanoparticles of metal oxides and hybrid composites of magnetic nanoparticles with graphene, single-molecule magnets have a large and even giant MCE. For the first time, the magnetocaloric behaviour of such molecular materials was determined by a direct method on an original [28] microcalorimetric apparatus and the first data about the interconnection between the chemical structure of their molecules and magnetothermal properties were obtained.

3. MCE IN PARAMAGNETIC COMPLEXES OF PORPHYRINS AND PHTHALOCYANINES

Presence of a paramagnetic metal ion in the axially coordinated metalloporphyrins leads to paramagnetism of their molecules and substances, which is reflected in the NMR spectra and non-indifference to magnetic fields. Mn(III), Fe(III), Co(II) and Ln(III) complexes possess a magnetic moment. Since there is a polarizable electron-excess aromatic π-system in the complexes, the spin density of the central atom is delocalized, which allows “controlling” their paramagnetic properties. It is especially true in cases when, along with a paramagnetic centre – a metal cation – the molecule has an additional centre with a non-zero spin. Since all paramagnetic materials display this effect, the goal is to find compounds with a large and giant MCE.

The results of the studies of molecular magnetism obtained since the time when this new field of magnetochemistry began to develop are presented in comprehensive review [29]. The work was devoted to the studies of the structure, synthesis, composition, magnetic properties and applicability of magnetic 3d, 3d-4f and 4f-coolants in different spheres of activity. Homometallic gadolinium compounds were studied in different clusters where the values of the magnetic component of the entropy change -ΔS_m, which is a measure of MCE, reached about 27 J/kg at 5 K and changes of magnetic field from 0 to 1 T. Thus, studying zero-sized lanthanides(III) “built” into the coordination sphere of the tetapyrrole macrocycle is a new field of research with only a small number of studies which include, in addition to the works on SMMs that were partially quoted in the previous section, our research into magnetocaloric properties of paramagnetic metalloporphyrins/metal phthalocyanines [30-40].

The measurements of MCE and heat capacity of the complexes of metalloporphyrins/metal phthalocyanines were made on an automated microcalorimetric unit with an isothermal shell [28]. The microcalorimetric measurement cell with a solid magnetic sample filled to the full volume with water together with the isothermal shell were placed into the pole gap (60 mm) of an electromagnet, which allowed determining the values of MCE and specific heat capacity in magnetic fields of 0 – 1.0 T at temperatures of 278-343 K. Adiabatic magnetization was achieved by quickly varying the magnetic field. The variations of temperature in the thermostatically controlled calorimetric cell during the calorimetric experiment were ±0.0002. The error in the measurements of MCE and heat capacity was 1
and 2%, respectively. Besides, the experimental measurement of the specific heat capacity of the solid samples was made by the DSC method with a DSC 204 F1 Phoenix (NETZSCH).

We have studied the magnetocaloric effect and heat capacity of 20 functionalized metalloporphyrins/metal phthalocyanines (Fig. 3 and 4) (with the composition \((X)\text{Me}Y\), where \(X = \text{Cl}, \text{Br}, \text{AcO}, \text{Acac}; \text{Me} = \text{Mn}, \text{Eu}, \text{Tm}, \text{Gd}, \text{Fe}, \text{Yb}, \text{Tb}; Y = \text{OEP}, \text{TPP}, \text{Pe}, (p-\text{tBuPh})_8\text{TAP}\)). An example of their formula is given below (Fig. 4.1) at the temperature of 270-350 K and magnetic induction 0 – 1 T [30-40, 41].

The MCE values in manganese(III) complexes at temperatures close to room conditions and magnetic induction of 1.0 T are equal to 0.047 – 0.85 K, which makes them promising environmentally-friendly materials capable of magnetic cooling and hyperthermia (with possible applications in early cancer detection, magnetic resonance imaging and magnetic cell separation).

The MCE of the complexes is positive over the whole range of magnetic field values and increases nonlinearly as the magnetic field grows. Such MCE behaviour is explained by the paramagnetic properties in manganese complexes. The largest MCE is found in \((\text{Cl})\text{MnOEP}\). The lowest MCE values are observed in the complex with an acetate axial ligand. It means that the magnetocaloric effect is influenced by the nature of the substituent in the macrocycle, while the acetate ligand nature has a less significant effect. The MCE reaction to the nature of the complex is explained by the differences in the mutual position of the energy of the d-orbitals in the field of the ligands [37].

The MCE of the porphyrin tetraderivative \((\text{AcO})\text{Mn}(p-\text{tBuPh})_8\text{TAP}\) [36] is lower than that of the unsubstituted (in the mesoposition) analogs. MCE, like magnetic susceptibility of porphyrin complexes, is connected with the oxidation state and spin configuration of the metal ion. That is why the effect of modifications of the macrocycle structure in the complex on the magnetocaloric properties was explained by the results of the experiments on describing the electron structure of the complexes [40].

For the complexes of europium, thulium and gadolinium with \(\text{H}_2\text{TPP}\) and an acetate- or chloride-ion as the axial ligand [39, 40], we have found that the MCE \((\Delta T_{\text{MCE}})\) is equal to 0.127 – 1.45 K at temperatures close to 298 K in magnetic field varying from 0 to 1.0 T. In case of \((\text{Cl})\text{GdTPP}\), the MCE is practically independent of temperature.

For the Gd porphyrin acetate complex, the MCE is much higher than for the chloride one. At temperatures of 275-300 K, the MCE values decrease in the following order: \(\text{Eu} > \text{Gd} > \text{Tm}\)
in the chloride complexes of (Cl)LnTPP. Since the strength of binding X⁻ acidoligands in (X)LnTPP is unknown, the differences in the MCE of the two complexes are explained by the macrocycle binding strength in the complexes depending on the nature of the axial ligand. The transition from the chloride complex (Cl)GdTPP to the acetate analog with bidentate coordination of the AcO⁻ anion is evidently accompanied by a shift in the central ion from the macrocycle plane and spin strengthening.

Unlike Gd(III) complexes, in lanthanide complexes with an asymmetrically filled f-shell, the electronic factor (π-backdonation) begins to prevail over the geometric one. As it has been mentioned, at temperatures of 275 – 300 K, the MCE decreases in the series Eu > Gd > Tm, despite a more planar position of the lanthanide ion in the porphyrin plane in the same series due to the effect of “lanthanide contraction”. The (Cl)EuTPP complex is an example of how the presence of π-backdonations between the central atom and the macrocycle does not lead to “compensation” of the spin, but makes it stronger. Thus, the electron configuration of the lanthanide ion in (X)LnTPP determines both the spin state of the spin-carrier itself and the degree of its delocalization due to the π-backdonations in the complex.

Judging by the quantitative data, axial ligand variations are still a more significant factor in regulating magnetothermal properties of (X)LnTPP than changing the lanthanide nature. That is why further research was into the magnetocaloric properties of acetylacetonate complex gadolinium(III)tetraphenylporphin (Fig. 4.2) [31, 34].

The effect of the axial acetylacetonate in magnetothermal properties of (porphyrinato) gadolinium(III) manifested itself in a specific temperature dependence of specific heat capacity measured directly and a low maximum on the MCE temperature dependence curves at 305 – 310 K. The specific heat capacity increases as the temperature rises, while the magnetic field effect is not reflected on the temperature dependence.

The MCE of (Acac)GdTPP is by 2 - 4 times lower in magnitude than in the acetate complex of gadolinium(III)tetraphenylporphin and one and a half times lower than in the chloride complex. The magnetocaloric properties become weaker due to the formation of a six-member aromatic cycle in case of bidentate coordination of the axial ligand, which leads to the formation of O → N π-backdonation and reduces the MCE.

Rare earth element complexes with porphyrins and phthalocyanines as paramagnetic materials have a large magnetocaloric effect (up to 1.45 K when the magnetic induction changes from 0 to 1.0 T) at the temperatures close to room conditions, which can be used for cooling in domestic and industrial refrigerators and other devices. As environmentally friendly paramagnetics, complexes of this class can replace the toxic compounds used in the steam compression cycle. (Porphyrinato)- and (phthalocyaninato)gadolinium(III) complexes contain only a small percentage of expensive gadolinium in comparison with polycrystalline gadolinium. They are soluble in organic media, which makes it possible to form nanostructures of a higher order from these molecules. Since porphyrins, phthalocyanines and their complexes can selectively get accumulated in a tumour of a living body, the considered complexes have good prospects in widening hyperthermia applications in cancer detection and therapy. And, finally, an important thing, in terms of their advantages over paramagnetics, is that we can control their magnetocaloric properties by modifying their molecule structure.

A known strategy of strengthening spin properties is combining in one molecule a
spin-carrier and a fragment for spin coupling (overlapping). A similar strategy was used for a paramagnetic – a double-decker one-electron oxidized gadolinium complex whose magnetocaloric properties are described in works [31, 32] in comparison with the corresponding 1:1 complex (formulae (AcO)GdPc and GdPc₂⁺, (Fig. 4.3) respectively).

The main spin-carrier in the double-decker complex is the central gadolinium atom. In addition to the paramagnetic Gd ion, a GdPc₂⁺ molecule contains one unpaired electron delocalized on one of the macrocycles, which gives hope that the magnetocaloric properties of the complex are better than in the (AcO)GdPc analog.

The temperature dependence of the double-decker complex heat capacity, in contrast to the monophthalocyanine analog, has one pronounced maximum. The character of MCE changes following temperature variations is determined by the temperature dependence of specific heat capacity (Fig. 5 and 6). Contrary to expectations, the MCE values in GdPc₂⁺ are much lower than in (AcO)GdPc. The MCE temperature dependence in GdPc₂⁺ has a maximum at 288 K increasing with the growth in magnetic induction.

Lower MCE values in the series (AcO)GdTPP, (AcO)GdPc, GdPc₂⁺ have allowed us to evaluate the ratio of contributions of the ferromagnetic and antiferromagnetic components to the magnetic behaviour of the GdPc₂⁺ complex. It has been concluded that their MCE is associated with changes in the electron subsystem. Thus, in the double-decker complex, instead of the expected strengthening of spin properties, these properties become weaker, which is only possible when the intermolecular antiferromagnetic coupling prevails over the intramolecular one.

Depending on the electronic configuration, metal-ligand π-backdonation becomes the dominant factor of delocalization of spin density in case of lanthanide complexes with asymmetrically filled f-shells (N → Eu (f⁶) in case of (Cl)EuTPP, N ← Tm (f¹⁵) in case of (Cl)TmPc).

4. MAGNETOTHERMAL PROPERTIES IN COMPOUNDS WITH SCHIFF’S BASES

An important place among single-molecule magnets is taken by iron(III) complexes with Schiff’s bases (d⁵ electronic configuration) as the most stable spin-variable systems [43]. By modifying the ligand chemical structure it is possible to control the magnetic behaviour of the whole complex. In practice, combining liquid crystal and spin-variable behaviour in one material seems quite relevant and promising. The authors of work [44] managed to synthesize a complex that possesses magnetic anisotropy and
depends on the magnetic field in the mesophase. Such materials can be applied as active media for storage and optical devices. Scientists have so far synthesized a number of metal mesogens with the following properties: electric (linear conductors) [45], electro-optical (ferroelectric liquid crystals) [46], optical (strong birefringence, dichroism, nonlinear optical behaviour) [47] and magnetic (paramagnetic liquid crystals, molecule orientation control in magnetic field) [48].

Among the works published around the world there is not a single one devoted to experimental studies of magnetothermal properties of iron(III) azomethine complexes in the region of room temperatures. There are only several works in which the authors conducted a theoretical study of magnetic phase transitions in spin-variable systems [49] or made experimental studies in the region of low (up to 100 K) temperatures [50].

Thanks to their biological activity, iron(III) complexes with Schiff’s bases play an important role in medicine [51], as models of iron-containing enzymes in coordination chemistry [52]. Researchers pay special attention to mixed-ligand complexes (that contain N, O and/or S donor atoms) because of their anti-tumour, antifungal and antibacterial activity [53]. Quite interesting are the works aiming to determine the types of ligands that tend to form metal complexes with magnetic properties. Some works represent studies of bis-chelate hexacoordinate iron(III) complexes with Schiff’s bases but their liquid crystal analogs have been obtained comparatively recently.

An experimental study of magnetothermal properties of iron(III) complexes with Schiff’s bases was for the first time conducted by the calorimetric method in magnetic fields from 0 to 1.0 T in the temperature range of 278-320 K in [54]. As a result, the authors determined the specific heat capacity and magnetocaloric effect of several bis-chelate iron(III) complexes based on azomethine 4,4′-dodecylxybenzoyloxybenzoyl-4-salicylidene-2-aminopyridine (complexes: (1) – C_{76}H_{82}N_{4}O_{12}Fe·NO_{3}, (2) – C_{76}H_{82}N_{4}O_{12}Fe·PF_{6}, (3) – C_{76}H_{82}N_{4}O_{12}Fe·BF_{4}).

Among the works published around the world there are only some in which the authors conducted a theoretical study of magnetic phase transitions in spin-variable systems in the temperature range up to 100 K. Work [54] established a correlation between thermotropic mesomorphism and magnetic phase transition in the complexes. According to the DSC (Fig. 7) and ESR [55] data, there are no phase transitions in the range of 270 – 360 K in the complexes. However, f(C_{p}) has maxima at higher temperatures (complex 1 – at 365, 375 and 410 K, complex 3 – at 375 and 383 K). It is probably the specific procedure of the DSC and ESR methods (scanning at certain intervals) and magnetothermal method (keeping a sample at a certain temperature for 4-10 hours) that leads to a shift of the specific heat capacity and absence of maxima in the room temperature region on the ESR curves. The specific heat capacity of the samples at zero magnetic fields (Fig. 7) increases as the temperature becomes higher and is equal to 4.3 J/g K for sample 2, 2.7 J/g K for sample 1 and 25 J/g K for sample 3 at 360 K. No effect of the magnetic field on the temperature dependence is observed. Therefore, we do not show the temperature dependence of specific heat capacity in magnetic field here.

The specific features of the structure of the obtained complexes consisted in the positive values of magnetocaloric effect under the action of magnetic field. In the temperature range of 280 - 320 K, the MCE dependences were extremal, which allowed the authors to suppose a first-order magnetic phase transition (Fig. 9) [54]. The experimentally obtained MCE values of the complexes were positive when magnetic field was...
switched on and grew linearly as the magnetic induction increased (Fig. 8, for complexes 1 and 2, the dependences are analogous and are not given here).

The maximum MCE value was reached at the temperatures of magnetic phase transition, for example, in the region of Curie and Neel temperatures. Fig. 9 shows temperature dependences of MCE of the BF$_4^-$ complex (3) characterized by an extremal dependence of MCE in the temperature range of 300-350 K, probably due to the magnetic phase transition.

Phase transformations of complexes had been earlier studied by the method of polarization thermal microscopy [55]; it was established that all the substances under study displayed mesomorphic properties and were thermotropic liquid crystals. Analysis of the polarization thermal microscopy and microcalorimetry results shows that there is a correlation between magnetic phase transition and thermotropic mesomorphism. For example, according to the thermal microscopy data, the complex with a BF$_4^-$ counter-ion forms a nongeometrical texture at a temperature of 370 K and later turns into a nematic at about 411 K.

In order to further study the magnetothermal properties of iron(III) coordination compounds which have mesomorphic and spin-variable properties at the same time, we have tried to modify the paramagnetic ion local environment. It was supposed that this approach would allow combining the liquid crystal state and the properties of the spin-crossover in one temperature range. A new iron(III)-containing complex based on 3,4,5-tri(tetradecyloxy)benzoyloxy-4-salicylidene-N’-ethyl-N-ethylenediamine (C$_{206}$H$_{206}$N$_4$O$_{12}$FePF$_6$ (II.1)) has been synthesized [56]. An experimental study of magnetothermal properties of the obtained complex was carried out in magnetic field from 0 to 1.0 T at a temperature of 293 K. Based on the analysis of the results obtained above, it was supposed that all azomethine iron(III) complexes were capable to display MCE. This hypothesis is based on the Mössbauer spectroscopy data which showed that the iron(III) ion was in a high-spin state at the temperature $T \geq 80$ K; polarization thermal microscopy data which indicated that the complexes had phase transitions; and differential scanning calorimetry data confirming the hypothesis [55, 56]. To confirm these hypotheses, we carried out an experimental study of the magnetocaloric effect of the new synthesized complex when the magentic field changed from 0 to 1.0 T at a temperature of 293 K. However, contrary to expectations, we found that when the magnetic field was switched on, the complex did not display any magnetocaloric effect. Probably, the formation of an azomethine chelate due to the interaction of the N-ethylenediamine fragment with aldehydes excludes π-π-stacking between the molecules of the complexes, which leads to the repulsion of the molecules’ octahedrals, coordination spheres of iron ions. The obtained...
complex, due to its structure, probably displays MCE in another temperature range.

5. MCE IN GRAPHENE AND OTHER CARBON NANOFORMS

The computational and experimental works of the last decade have shown that the specific features of the electronic structure of carbon-containing samples can lead to the development of magnetic (including ferromagnetic) or superconductive electronic correlations that do not disappear till room temperature is reached [57]. For example, there are reports about ferromagnetic ordering in samples based on fullerenes [58].

A special place among carbon nanostructures is taken by graphene – a layer of $sp^2$-carbon atoms in the form of a hexagonal 2D lattice. Graphene attracts the attention of both theorists and experimentalists with its combination of unique properties caused by the behavior of its π-electron system determining its high electrophysical characteristics and mechanical strength [59].

Although magnetic ordering in graphene samples of different origins has been observed a number of times, the mechanism of ferromagnetism in such carbon nanostructures is still unclear; however, there is an evident connection between magnetism and defects of different nature in the studied graphene samples [60]. Defects in graphene can be divided into several types [61]: structural defects caused by the presence of “pentagons” or “hexagons”; substitution of C atoms with other atoms in the hexagonal crystal lattice (for example, N and P); defects that are not caused by $sp^2$-bonds of carbon atoms (vacancies, breakage of edge bonds, adsorbed atoms, interstitial atoms, deformation of graphene sheets, etc.).

It is noted that along the perimeter of some of the graphene flakes, carbon atoms are in specific edge states with dangling bonds: “armchair”, “zigzag” and “beard” [60]. Unsaturated valence bonds at the edge of graphene flakes are filled with stabilizing elements. It is usually believed that “zigzag” is stabilized by one hydrogen atom. A “bearded” edge is bonded to two hydrogen atoms. There is a great difference between the electron states depending on the edge shape. These differences are directly connected with magnetic ordering. For example, Fujita [62] applying the Hubbard model, supposed that π-electrons on a “zigzag” edge can produce a ferromagnetic spin system. However, graphene structures of the “armchair” type have no localized states. The structure of the perimeter of arbitrary-shaped graphene flakes is normally described as a combination of zigzag- and armchair edges. Edge states with a poorly developed zigzag structure consisting of three or four teeth significantly change the electron structure.

If both edges of a graphene tape are zigzag-shaped or bearded, the total spin momentum of the graphene tape is equal to zero as the π-electron system produces a two-sublattice structure with the same number of positions in the sublattices, i.e. the local magnetic moments at the edges interact antiferromagnetically.

Such edge effects are strongly dependent on the medium into which the sample under study is placed. For example, hydrogen trapping by dangling bonds along the graphene perimeter can induce finite magnetization or suppress it. A theoretical study of a graphene tape in which every carbon is linked with 2 hydrogen atoms on one edge (bearded edge) and with a single hydrogen atom on the other edge (zigzag edge) has shown that the structure has a finite total magnetic moment: a double lattice is formed with a different number of positions in each sublattice [63].

The unusual magnetism of graphene has been predicted theoretically [64] and observed experimentally [65, 66] in carbon material nanocrystals representing a stack of graphene layers. There is a significant difference in the magnetic behavior of nanographite systems depending on the order of graphene plane positions. A layer displacement by half of a cell value leads to finite magnetization of the sample.

Thus, above we have considered some of the variants of appearance of magnetic ordering in the samples of graphene of different origins and shown that all of them are associated with defects of its structure.

So far, we have found only several theoretical works about MCE in graphene at low temperatures.
For example, works [67, 68] describe oscillatory magnetocaloric and electrocaloric effects and the influence of longitudinal electric field on graphene magnetocaloric properties, respectively. Entropy changes have two contributions, and the temperature at which the entropy changes most of all goes down because of the electric field applied.

MCE can be usually identified by changes in the magnetic state of a magnetic material caused by external magnetic field variations. As it has been mentioned before, depending on conditions of magnetic field application, for quantitative characterization of MCE is usually used either the adiabatic change in the temperature \( \Delta T_{\text{MCE}} \) or the isothermal decrease in the entropy \( \Delta S_m \) and heat release \( Q_{\text{MCE}} \), associated with it. Heat capacity of a material as a function of field and temperature is the third most important parameter showing the material ability to accumulate thermal energy.

Work [69] reports the results of recent studies which found an earlier unknown magnetocaloric effect of flaked multi-layer graphene in the range of room temperatures. Changes in graphene temperature under the action of magnetic field are associated with specific features of its electronic structure and chemical composition.

In this work, magnetic ordering was confirmed by observing MCE of the graphene samples experimentally (reduced graphene oxide RGO) under study.

When the magnetic field induction changed from 0 to 0.1 \( \text{T} \), the magnetocaloric effect was positive. The MCE dependence on field was linear (Fig. 10). At 298 K, the MCE values were equal to 0.025 K. The graphene samples obtained by different methods had different degrees of surface imperfection. As a result, it was established that as the graphene surface imperfection became greater, the MCE increased.

As is known, specific heat capacity is a parameter sensitive to the structure of an object and, thus, the DSC analysis of the samples has shown that \( C_p \) has different values for the graphene samples with different imperfection degrees. In the range of room temperatures, the values of specific heat capacity of both graphene samples are about 1 J/g K. As the graphene samples’ surface imperfection degree becomes greater (Fig. 11), the heat capacity decreases.

A certain place among the carbon-containing materials capable of magnetocaloric effect is taken by compounds based on porphyrins and phthalocyanines (Section 3). Magnetothermal properties of chain and macrocyclic single-molecule magnets of the porphyrin and phthalocyanine types found on the graphene surface have not been studied earlier; there is no literature data about direct measurements of MCE and heat capacity in magnetic fields.

There are a number of works describing the processes of obtaining graphene composites with porphyrins and phthalocyanines. Work [70] reports a method of obtaining a complex of TMPyP and CCG graphene as a result of supramolecular assembly in an aqueous environment (Fig. 12).
The electrostatic interaction led to a strong compression of the porphyrin on the graphene surface confirmed by a red (bathochromic) shift of the porphyrin Soret band. The authors believe that the TMPyP/graphene CCG complex can be used as a new optical sensor with high sensitivity and selectivity for cadmium ions. In work [71], a composite of reduced graphene oxide (RGO) and copper phthalocyanine tetrasulfonate CuPc(HSO$_3$)$_4$ was obtained. The composite films have lower conductivity but much higher photoconductivity and photosensitivity.

In 2014, Haiou Zhu [72] published a work which described flexible graphene superlattices synthesized by them and consisting of backbones of alternating layers of intercalated vanadium oxide VO$_2$ and graphene. As a result of electro-donor and deformation effects, the lattice nanostructures display MCE. The maximum value of $\Delta S_m$ in the point of phase transition at a temperature of 240 K when the magnetic field changes to 1.5 T is equal to 0.4 J/kg K, which is much higher than the MCE at the phase transition temperature of pure VO$_2$.

Soft molecular low-temperature ferromagnetism was observed and studied for n-doped fullerenes obtained when the fullerene was affected by strong organic reducing agents, such as tetrakis(dimethylamino)ethylene [73].

Creating magnetic clusters and hybrids [74, 75] is one of the ways to increase spin density in SMMs [76] and, in general, to improve magnetic properties. In some cases, when there are additional centres with an uncompensated spin in the molecular structure [77, 78], the MCE increases. Molecular forms of carbon, namely fullerene and its functional derivatives, attract the attention of a lot of scientists and engineers because they have high electron transfer characteristics, long-lived charge-separated states, high mobility of carriers and chemical stability [79, 80]. For example, metalloporphyrin-fullerene dyades collected through axial donor-acceptor coordination have been studied in the process of photo-induced electron transfer with acceptable parameters of photocurrent and IPCE [81-83]. Recent studies [84] described below have shown the first experimental data about the existence of MCE in C$_{60}$ in the room temperature range associated with fullerene antiaromaticity. The aim of study [84] represented in this work was to confirm the magnetocaloric effect and obtain magnetocaloric parameters in the porphyrin-fullerene conjugate built via axial donor-acceptor coordination of the pyridyl substituent in fulleropyrrolidine with the central cobalt atom in the porphyrin complex. To achieve this, the authors directly determined the thermodynamic parameters of MCE and specific heat capacity of [60] fullerene (C$_{60}$), 1’-N-methyl-2’-(pyridine-4-yl) pyrrolidino[3',4':1,2][60]fullerene (PyC$_{60}$), 5,10,15,20-([tetra-4-trot-butylphenyl]21H, 23H-porphynato)cobalt(II) (Co$^{II}$TBPP) and the triad (PyC$_{60}$)$_2$Co$^{II}$TBPP. The MCE and specific heat capacity were obtained by the original microcalorimetric method [28] and by the method of differential scanning calorimetry (DSC), respectively. As a result, it was shown that the precursors under study and the triad demonstrated a positive magnetocaloric effect at room temperature when the magnetic induction changed from zero to 1.0 T.

By determining the thermodynamic parameters of MCE and specific heat capacity for the donor-acceptor triad in comparison with the fullerene C$_{60}$ and precursors directly by the microcalorimetric method developed by us [28] and by the DSC, respectively, we have shown that carbon nanoforms C$_{60}$, PyC$_{60}$, porphyrin complex and the triad have positive MCE values of 0.004, 0.016, 0.028 and 0.007 K, respectively, at 278 K and magnetic field induction of 1.0 T (Fig. 13).

The magnetocaloric effect decreases at the formation of the donor-acceptor triad in comparison with PyC$_{60}$ and Co$^{II}$TBPP but also leads to the appearance of new interesting properties, namely photo-induced electron transfer. Based on the temperature dependences of the thermodynamic parameters – specific heat ($Q_{MCE}$), enthalpy change ($\Delta H$), entropy change ($\Delta S$) and specific heat capacity, the increase in the MCE following fullerene substitution (C$_{60}$ → PyC$_{60}$ transition) can be explained by the regions of aromaticity and...
antiaromaticity in the fullerene. The decrease in the MCE of the triad, \(\text{PyC}_{60}^2\text{Co}^{II}\text{TBPP}\), in comparison with the precursors \(\text{PyC}_{60}\) and \(\text{Co}^{II}\text{TBPP}\) is caused by higher specific heat capacity of the triad (Fig. 14). This fact shows good prospects for the transition from tetracoordinated complexes \(\text{Co}^{II}\text{TBPP}\) to pentacoordinated porphyrin complexes of metals with a non-zero spin, in which there is only one axial coordination position for binding the substituted fullerene.

6. CONCLUSION

Thus, the data presented above, allow us to make the following conclusions. Since the data on magnetic and magnetocaloric properties of graphene, fullerene, porphyrins, phthalocyanines are fragmentary, they require systematic studies in order to create, based on them, a series of new materials with non-standard magnetic and electro-optical characteristics.

The mechanism of ferromagnetism in carbon nanostructures, and in graphene in particular, is not clear yet. However, it is now evident that there is a connection between magnetism in graphene and defects in its structure.

The analysed quantitative data allow determining the positive contributions (separation in the ligand field; delocalization of spin density) to the magnetic behaviour of rare earth elements with porphyrins/phthalocyanines along with the negative ones (mass and specific heat capacity increase; interaction of spin-carriers with nuclear spins, higher strength of the bonds with the macrocycle); depending on the electronic configuration of the central atom - metal-to-ligand \(\pi\)-back donation. In conclusion, it should be said that the method of microcalorimetry allows determining the presence or absence of magnetic phase transition in single-molecule magnets and even now characterizing the behavior of materials at temperatures close to room conditions.
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Abstract. Article describes solutions for developing programs for interaction between Linux operating system and display controller. Operating system architecture encourages creating a driver — component, which task is to perform interaction of hardware controller and OS kernel with the use of many protocols. The development of drivers for the open source OS is difficult due to continuous changes in the structure of the kernel, which breaks backward compatibility frequently. Several approaches to display controller driver development are provided in the article. Basic concepts of these drivers include Kernel Mode Setting (or KMS), meant to provide driver in the kernel and User Mode Setting, meant to provide driver in graphical server. Specific way is used for develop Linux kernel drivers - it is half-procedural, and half-object oriented. Sometimes it is called as “OOP in C”, because it is based on GNU C Language extensions usage to simulate object-oriented techniques. GNU C usage almost prevents using non-GNU compilers to build a driver. Newest concept of writing display controller driver for Linux kernel is based upon atomic mode setting concept, in modern Linux it is achieved via state concept - intermediate states of an object are stored and modified without side effects to other objects. In order to make this concept work, driver should conform to the principle “disable function undoes all effects of enable and nothing more”. Several approaches for display driver development are provided in this article, and most modern method – atomic KMS mode setting, - is described in detail.
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1. INTRODUCTION
Currently, due to the increase in the share of various wearable and embedded systems, it is a relevant objective to develop drivers for them. Many embedded systems use the Linux OS, which has the support of a large number of processor architectures, as well as the support of loadable modules, which allows the process of adding a driver to be greatly simplified.

On many Linux-based embedded systems, displaying information has its own specifics. Often, a certain embedded system requires the development of specialized drivers for the applicable display controller.
When developing a display controller driver based on the Linux operating system, it is necessary to take into account a number of aspects related to the kernel development style, development patterns, and rapid changes in the kernel interaction interface (API). There are also few documents on the development of open-source display controller drivers, and are mainly limited to extracts from comments in the source code files of the Linux kernel, or schemes based on them. This article will look at a modern approach to writing a display controller driver for the Linux OS.

2. COMPONENTS OF THE GRAPHIC SYSTEM

Due to the need for 3D rendering, high-intensity calculation of shaders, high-resolution video processing and other requirements of a modern user of computer systems, the PC graphic subsystem has become significantly more complicated in comparison with it in the early years, and most often a modern graphic system includes [1]:

1. A Graphic accelerator (Graphics Processing Unit, GPU). It is its performance that is mainly measured by tests and various prototype software (for example, by startup of 3D applications at maximum settings or specially created scenes), it runs the shaders using a specialized multi-threaded architecture.

2. The display controller. This part of the graphics subsystem is used to determine the modes of graphics displaying, as well as to interact with monitors (obtaining available monitor resolutions, sending a finished frame, etc).

3. You can also find specialized chips in the graphic system for video output, for interacting with video capture devices, and specialized random access memory (Graphics Double Data Rate, GDDR) for use by the graphic accelerator.

This list of components is not mandatory, since there are graphic subsystems in which one or more components are missing or not involved. For example, in some NVIDIA Optimus solutions installed in laptops, the on-screen display controller is not involved, the entire configuration of monitor modes occurs through the controller of another graphics card - Intel. Only a graphics accelerator is used from NVIDIA. You can also find systems with a different combination of selected components of the graphics system.

3. LINUX GRAPHIC SYSTEMS AND DRIVERS

The graphic system in Linux is represented by a graphic stack and various libraries used in it (Fig. 1) [2].

If we consider the components of the Linux graphical stack from top to bottom, we can say that the vast majority of them are designed to interact with the GPU, in particular: most of the Wayland and libdrm, fully EGL and almost completely X. Only a small part of DDX. (Device Dependent X) (Fig. 1.) and Wayland, as well as libgbm interacts with the on-screen display controller.

![Fig. 1. Graphic stack Linux.](image-url)
4. KERNEL MODE SETTING AND USER MODE SETTING.
HISTORICAL BACKGROUND
Initially, there was only user mode setting, which was produced in the DDX drivers and enabled to set the mode for displaying graphical information. [3] The determination was often executed through mode tables, and was not extensible, or it was done using algorithms within a code that were unique to each chip. There was also a solution such as VBE (Vesa BIOS Extensions), an extension for IBM PC BIOS, which allowed for some limited operations of installing modes with its use (without writing a direct algorithm for interacting with the graphics subsystem). Gradually, most drivers for IBM PCs switched to VBE. But VBE had some serious downsides:

- Lack of support for multiple CRT controllers (in most cases it is necessary to support output from multiple graphic accelerators to several displays or output to TV).
- Problems if there were several different outputs (and they could be different on the same chip series).
- Problems of use of several different timers.

To solve these problems in 2008, an extension was accepted to the kernel [4], which provided support for setting modes inside the kernel (kernel mode setting, or KMS). Along with the problems that this extension brought (such as some decrease in the stability of the kernel due to the fact that the drivers are written not very properly, as well as the expansion of the kernel because it includes many graphic drivers), there were also some advantages, such as simplified debugging (because there is the entire mode tuning code inside the kernel), simplified power management, and deleting the old code of the frame buffer drivers (in the era of tables and VBE (and for some drivers even now), the kernel also contained a frame buffer management subsystem, which allowed graphic output to be used without loading the graphic server for displaying console messages, or for drawing console programs).

The first version of the KMS protocol [5] was built on the XRandR 1.2 model, which was good enough at that time to install modes on ordinary workstations. But with the advent of mobile devices, the capabilities of the first KMS specification began to be insufficient - in order to reduce energy consumption, the concept of unified planes was developed, which was used to display video on a certain screen, to activate the hardware cursor (in the first versions of KMS, the hardware cursor interacted with the screen mode controller according to a separate protocol), and for other such cases.

Then support for other KMS objects was added, which allowed the gamma of the displayed output to be changed, the displayed image to be rotated directly in the driver, and so on [6].

There is one problem with all of this - for the interaction of these subsystems with the kernel, a large number of ioctl was required. And when trying to interact, each device had to check every ioctl, which was very inconvenient.

Due to these KMS problems on mobile devices, Google has developed its own interface to set modes, the Android Atomic Display Framework (ADF), for the Linux kernel as part of the Android OS [7].

Despite many advantages (atomic update of layers, ease of new drivers’ development), ADF had the following disadvantages:
• There is only one update queue, and, therefore, the support of multi-screen modes is very poor. If there were 2 displays with different update rates, the update rate was led to the same (most often less) one, which resulted in either jerking at a faster display or slowing down at a slower one.

• ADF assumed that in user space there is a specific driver for the graphic chip, which necessarily provides 2D or 3D acceleration, which did not satisfy the developers of the main kernel, since it cut off all the "common" drivers (designed for devices not yet supported and providing minimal functionality) of the xf86-video-modesetting type.

• The ADF also had difficulties with updating the chain of outputs. Since drivers with support for multiple outputs have a lot of shared resources that require a one-time update regardless of the number of outputs, whereas the ADF had a requirement for an atomic update of the entire chain of one output. For multiple outputs, this could be implemented in a cycle, but this implementation did not work in the case of multiple outputs and shared resources.

• ADF used the midlayer pattern that is not recommended in kernel development. This pattern is not used, because despite the seeming usability and ease of developing drivers for the midlayer, there can always be a vendor that will be not satisfied with the midlayer - this is unacceptable for the kernel.

• ADF was new and there was no backward compatibility with old interfaces and APIs.

Therefore, it was decided not to save ADF, but to introduce its best features in KMS [5]. This is how KMS introduced the concept of atomic updates. The modern driver of the display controller must be written in the kernel space using this concept.

5. OBJECT MODEL OF THE LINUX KERNEL
To write a driver in kernel space, it is necessary to use its object model. [8] Despite the fact that the Linux kernel is written in C, there is an object model inside it that allows some object-oriented approaches to be applied when writing kernel drivers. To build this object model the following methods are most often used:

• Establishment of a mutually one-to-one correspondence between structures of a special type and objects (within the meaning of the OOP). The structure of a special type contains:
  - pointers to functions or a pointer to a vtable structure (where virtual methods are connected);
  - a pointer of the void* type, where the closed part of the structure data is connected (analogue of the closed type of inheritance);
  - contains the entire object of the base type (not in the form of a pointer) to ensure the connectivity between the parent and the heir through special compiler commands.

• Use of a special name and function signature (object_type_name_operation_name (object_type* object, ...)), which allows the type of object for which this function is intended to be precisely defined. It is possible to establish a one-to-one correspondence between methods in understanding the OOP and such functions.
Vtable structures. C (unlike C++) does not have such an entity as virtual functions, tables of the virtual function, and similar things. Therefore, to store virtual methods, the developers of the kernel use structures consisting only of pointers to functions or storing in addition to such pointers also variables that are similar to the variables of the protected type of inheritance in OOP. These structures can be compared to a vtable from C++.

To build private fields in some structures there are void* variables in which a closed structure can be assigned (in particular, when initializing the KMS driver, it is necessary to create a closed structure in the drm_device structure) - container_of together with storing the structure of the "base class" in the "heir". To simplify the implementation of inheritance in kernel structures, a method such as storing a complete basic structure within a derivative one is often used, and if it is necessary to obtain a derived structure from the basic one, the container_of macros is used, which internally uses the offsetof compiler command enabling to find the basic structure within the derivative one.

All of these things in general make writing code for the Linux kernel much easier and are used in most of the existing drivers.

6. KMS ATOMIC DROVERS.
BASIC ENTITIES AND INTERFACES NECESSARY FOR IMPLEMENTATION
This section will consider the issue of creating a Linux kernel module that works through DRM and KMS with a display controller and does not use other components of the graphic subsystem. Such a driver is most often written for embedded systems, since components from different manufacturers (for example, a 3D chip from Mali, and on-screen display controller from Kirin) can be used in them, which must be considered when developing a driver for each component.

The main components of the KMS driver (Fig. 2) [9]:
1. Driver object (drm_driver). General parameters (such as its version, creator, and supported interfaces) are written in the driver structure body, and the general issues of driver operation (work with GEM, interrupts, and device files) are defined. As opposed to the general practice of writing objects in the kernel, the driver object contains most of the pointers to virtual methods (only file operations are added to the vtable structure). Initially, also work with vblank was determined there, but was transferred to CRTC (since in the case of multiple CRTC they may have different work with vblank events).

2. Controller of CRT (CRTC). The state of the mode displayed, objects of the main plane and cursor, the atomic state of the CRTC, and the activation bit are stored in CRTC. Functions assigned by CRTC

![Fig. 2. An example of the main components of the KMS driver.](image-url)
- working with vblank, with planes (main plane, cursor and overlay planes) and with pages.

3. One or several planes. For each CRTC there should be exactly one primary plane, no more than one cursor plane, and as many overlay planes as you want. Planes are attached to the CRTC that created them.

4. One or more encoders. The encoders must convert the signal from the internal DRM format to the output format and vice versa if a non-trivial conversion is required. It adjusts the mode, and also has functions for managing the power consumption of the information output device. The encoder is not rigidly linked to the CRTC, but instead it sets the bits possible to use by CRTC. The encoder may also check the set mode for admission, but usually it is used only in non-trivial cases.

5. Connector. The connector defines the output and connects the device directly and, through it, with one or more CRTC and encoders. Also, the connector has a status and it is there that the driver determines the mode check for whether it is possible to set it in this output. Most often the number of connectors corresponds to the number of video outputs. In many cases, the connector itself converts data into the necessary format, in this case it is linked to an empty encoder.

6. Bridge (drm_bridge). The bridge connects several encoders if the signal needs to be converted several times. In terms of functionality, it is similar to the connector and encoder.

7. Panel (drm_panel). The panel is a software representation of LCD panel control functions and is linked to the connector. It sets the functions for obtaining permissible modes and timings of the parent connector.

7. DEBUGGING DRIVER
To debug the kernel space driver [10], it is possible to use:

1. The kernel assembled in the Debug mode (and the interfaces of such a kernel, output via debugfs). Inside the kernel assembled supported by dynamic debugging, there is a debugfs virtual file system, in pseudo-files of which various debugging information is output on user request. The disadvantages of this system consist in the fact that it works only on the loaded kernel and it is necessary to read the files through the debugged PC, and this system also works only with the areas of the kernel code considered fit by the developers themselves. For arbitrary debugging it is necessary to make own debugging changes on the kernel.

2. The KGDB debugger. The KGDB debugger is GDB started up on a remote PC connected via a serial port interface to a debugged board. To do this, inside the kernel, there is an opportunity to assemble with support of waiting for a connection from the GDB interface, with a support of displaying error messages and stack tracing to the serial port. On the part of the remote user's PC, it is necessary to install the GDB debugger, as well as a kernel sample assembled in debug mode with debug information, only in this case KGDB will provide information about what is happening inside the kernel. To separate the regular output and the debugging output, special mixer programs working as an interlayer
between the debugger and the kernel are used.

3. Specialized FPGA (Field-Programmable Gate Array), such as Palladium, which allow graphics subsystem to trace the receipt of signals [11]. FPGA data has access to signals and values in the registers of devices that they emulate, which allows the value of kernel to be compared with the recorded values when debugging the drivers.

8. CONCLUSION

When developing an on-screen display controller driver for embedded systems, it is necessary to take into account a number of aspects, such as debugging difficulties, a special object model of the Linux kernel, the specifics of interaction with the hardware component. Since on-screen display controllers are available in almost each embedded system (except for those that do not use on-screen display at all), the problem of developing controller drivers for them, approaches to their design, debugging and testing in accordance with the Linux kernel object model is an relevant objective.

Currently, the development of these drivers is carried out mainly in a closed way in large companies that make only the final result available to the public, which has not very positive impact on the development of a single approach to the development of on-screen display controller drivers and approaches to the methods of screen display modes setting in general.

This article considers the approaches to writing driver output controller modes used at different times in Linux OS, as well as reviews the latest approach to the development of data drivers for embedded systems in details. The practical implementation of the driver of such type can be used both with GPU drivers and with new developments in the field of software rasterization (in particular, llvmpipe).
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Abstract. An investigation of the 0.5-4 Hz little-studied frequency range electromyograms (EMG) was performed in patients with Parkinson’s disease (PD) and essential tremor (ET). In this frequency range, new neurophysiological regularities were revealed that were not previously described in the literature. There are statistically significant differences between groups of patients with PD/ET and a control group of subjects. A new method for analyzing wave train electrical activity of the muscles based on the wavelet analysis and ROC analysis was used. This method enables to study the time-frequency features of EMG signals in patients with PD and ET. The idea of the method is to find local maxima (that correspond to the wave trains) in the wavelet spectrogram and to calculate various characteristics describing these maxima: the leading frequency, the duration in periods, the bandwidth, the number of wave trains per second. The degree of difference of the group of patients from the control group of subjects is analyzed in the space of these parameters. ROC analysis is used for this purpose. The functional dependence of AUC (the area under the ROC curve) on the values of the bounds of the ranges of the parameters under consideration is investigated. This method is aimed at studying changes in the time-frequency characteristics (the shape) of signals including changes that are not related to the power spectral density of the signal. The application of the method allowed revealing new statistical regularities in EMG signals, which previously were not detected using standard spectral methods based on the analysis of the power spectral density of signals.
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1. INTRODUCTION
Preclinical diagnosis is very important for the treatment of Parkinson's disease (PD) and essential tremor (ET). Although PD and ET have been intensively studied in recent decades, the preclinical indicators of these movement disorders remain to be established
EMG signal investigations are objective methods for assessing neuromuscular function in PD and ET. Surface EMG signals are often analyzed using amplitude and spectral methods. These methods are used to measure the degree of muscle activation and fatigue. The neuromuscular function can also be measured indirectly by analyzing the tremor of the extremities that it controls. This can be done using motion sensors, such as accelerometers.

Usually, the frequency range below 4 Hz is not investigated in EMG, since it is considered that it is impossible to find statistically significant differences between groups of patients and healthy subjects in this range. In the EEG, the frequency ranges of theta (4-7 Hz), alpha (8-12 Hz), beta (13-24 Hz), and gamma (25-48 Hz) are mainly studied. It is rare to find papers where the delta (1-4 Hz) range is studied in EEG. In EMG, mostly studied frequency varies from 5 to 18 Hz. In the works devoted to the study of tremor coherence on EMG with tremor components on EEG, ranges above 4 Hz are also studied. The resting tremor itself in patients with PD is commonly studied on EMG in the classical frequency range 4-7 Hz, and essential tremor is studied in patients with ET in the frequency range from 4 to 12 Hz. However, there are works in which the frequency range below 4 Hz on the EMG is still being studied. In particular, the authors of [9] are engaged in the search for the characteristics of the basal ganglia of the brain associated with tremor in movement in patients with PD.

Mathematical approaches used for the analysis of EMG in PD include spectral methods (average frequency, power fraction in certain frequency bands) [10,11], analysis of the characteristics of bursts of EMG (quantity, amplitude, duration, and frequency) [12-15], analysis of the morphology of the EMG signal [16], and methods of nonlinear analysis of EMG [10].

Studies that analyze EMG signals are focused on analyzing the regularity of hand tremor and their low-frequency coherence in PD. In particular, it was shown in [2] that tremor in patients with PD is more regular (that is, with lower entropy) than physiological tremor measured in neurologically healthy subjects (frequencies from 1 to 1000 Hz were investigated, but significant differences were discovered only in the frequency ranges from 8 to 12 Hz and from 20 to 25 Hz). In addition, in work [2], it was shown that the tremor regularity of patients with PD is reduced due to medicament treatment and deep brain stimulation [17] (the frequency range from 1 to 8 Hz was studied). EMG coherence studies have shown that the coherence between EMG of the extensor muscles and EMG of the flexor muscles is higher for patients with PD than for healthy subjects.

Measurements of EMG and tremor of the limbs can be used for an objective and quantitative assessment of neuromuscular function and movement disorders in PD. In the future, they can help in the diagnosis and subsequent treatment of PD. In addition, such measurements can improve the understanding of the neurological mechanisms of the disease [19]. According to the authors of the paper [19], these measurements are still rarely used in the evaluation of PD. Since EMG is a spike (a wave of a pulsed form), according to the authors of [19], nonlinear and morphological methods can be more effective in analyzing EMG than traditionally used methods (amplitudes and average,
median frequencies, etc.). The method used in our work is non-linear, since the calculation of extremes of the wavelet spectrogram is a non-linear operation, and indirectly involves analyzing changes in the waveform. However, the method does not involve the extraction and analysis of any signal samples, as it is implemented in the classical morphological analysis of the signals. Of course, if one does not consider the wavelets as such samples.

An approach to the study of neurological diseases based on a comparison of electromyographic signals of the extensor muscles and flexor muscles was proposed in [20]. It was shown that the power spectral density of the EMG signal in the 1-30 Hz frequency range in the ulnar flexion of the hand is significantly higher in the PD group compared with the ET group [20]. However, these results were obtained by standard methods (Fourier spectra, wavelets, etc.). Note that in the paper [11], where frequency ranges above 5 Hz are studied, there was a significant positive correlation between the power ratio in the frequency range from 5 to 15 Hz of the EMG agonist signal and the UPDRS-Motor indicator (the Unified Parkinson's Disease Rating Scale), as well as a significant negative correlation between the fraction of power in the frequency range from 15 to 30 Hz and the UPDRS-Motor indicator.

In work [21], the electromyographic method of registration and a quantitative assessment of the disorders of muscular activity of the person arising in connection with motor pathology have been offered. The basis of the method is the selection of the frequency range of the EMG spectrum corresponding to the motor act and spectral analysis of signals in the selected range. The developed method was used in studies of extrapyramidal disorders in parkinsonism and ET. The main disadvantage of this method of EMG analysis is a long measurement time necessary for the subsequent averaging (up to 20 one-minute records).

Earlier, we developed a method for analyzing the wave train electrical activity of the cerebral cortex, based on wavelet analysis and ROC analysis [22,23]. The idea of this method of analysis is in that an electroencephalogram (EEG) is considered as a set of wave trains [24]. In contrast to works on the detection of the electrical activity of one or two specific types, such as alpha spindles [25] and sleep spindles [26-31], we analyze any type of wave train electrical activity in the cerebral cortex over a wide frequency range. In addition, we consider the wave train as a typical component of EEG, but not as a special kind of EEG signals. Previously, such an approach was proposed in [32,33].

To analyze the EMG signals, the developed signal analysis algorithm [22,23] was modified [34]. The method of analysis considered in this paper is based on the statistical analysis of wavelet spectrograms, a new method of visualizing the results of statistical analysis, and a new wave train detection algorithm in the EMG signals. In particular, an additional step of smoothing the wavelet spectrograms of signals was added to the signal analysis algorithm. Smoothing is required because the standard fast algorithms for calculating wavelets have the following problem: wavelet spectrograms (when processing signals of complex shape) are inevitably contaminated by digital artifacts (outliers and high-frequency vibrations). These artifacts can be mistakenly recognized as “wave trains” in EMG.

The use of the method of analysis of
wave train electrical activity allowed us to reveal new neurophysiological regularities in patients with PD and ET in the poorly studied frequency range 0.5-4 Hz in EMG signals.

2. EXPERIMENTAL SETTING
Data from untreated (that is, previously not taking specific medicine) patients with PD and ET in the early stages were compared with data from healthy volunteers. Note that the group of patients with PD included patients at the first stage of PD on the Hoehn and Yahr scale with left-hand tremor (9 people) and patients at the first stage of PD with right-hand tremor (11 people), 20 people in total. The number of patients with ET was 13 people. The number of healthy volunteers was 8 people. All patients and healthy volunteers were right-handed. No statistically significant differences between the ages of patients and healthy volunteers were found. EMG electrodes were located both on the outer sides of the arms, on the extensor muscles, and on the inner sides of the arms, on the flexor muscles. The surface EMG signals were recorded in a special pose of the subject. The subject was sitting in a chair, his arms were straight in front of him, and his legs were quietly on the floor. Eyes were closed during all recordings. To record the EMG, the Neuron-Spectrum-5 multifunctional 41-channel complex for the neurophysiological studies (Neurosoft Company) was used. The sampling rate of EMG was 500 Hz. For EMG, a high-pass filter with the 0.5 Hz cut-off frequency and the 50 Hz notch filter were used. In addition, the Butterworth filter with the 60-240 Hz bandwidth was applied to EMG. After filtering, the Hilbert transform was applied to the EMG signals to compute the envelope of the signals. The duration of each record was about two minutes. Records were analyzed as is, without selecting individual areas in the signal.

3. SIGNAL ANALYSIS METHOD
For the study, the method of analysis of the wave train electrical activity of the muscles was used, based on wavelet analysis and ROC analysis [22,23]. The idea of the method is to search for local maxima (“wave trains”) on the wavelet spectrogram and calculate various characteristics describing these maxima: the leading frequency of the wave trains, the duration of the wave trains in periods, the width of the wave train frequency band, the number of wave trains per second. The degree of difference in the group of patients with PD and ET from the control group of subjects in the space of these parameters is analyzed. For this, ROC analysis is used. The functional dependence of AUC (the area under the ROC curve) on the values of the bounds of the ranges of the parameters under consideration is investigated. This method is aimed at studying changes in the time-frequency characteristics (the shape) of signals, including those not related to changes in the power spectral density of the signal.

The tremor in patients in the first stage of PD, studied in this work, appears only on one side of the body. In contrast to PD, in patients with ET, tremor appears on both sides of the body at once. Further, we will conditionally call the PD patient's hand, on which the tremor manifests, as “tremor” hand and we will conventionally call the second hand as “healthy” hand.

Let us consider an example of a wave train detected by our method on the wavelet
The EMG signal envelope, which was used to calculate the spectrogram in Fig. 1, is represented in Fig. 2. On the signal envelope, one can see 4 periods of the wave train envelope. Note that the signal envelope is used to analyze tremor in accordance with the classical method [21], however, to calculate the signal envelope, we apply the Hilbert transform, but not signal detection. For Fig. 2, after calculating the envelope, additional filtering of the signal was applied with the 0.5-7 Hz band-pass filter to improve the signal image.

In Fig. 3, one can see the original EMG signal. Note that it is almost impossible to observe the investigated wave train in the original signal; therefore classical methods of morphological analysis of signals are not applicable to the analysis of these signals.

In this paper, we study the number of wave trains (per second) in the 0.5-4 Hz frequency range in EMG of patients with PD and ET. The number of wave trains is compared with the healthy subject data using special AUC-diagrams and Mann-Whitney non-parametric statistical test. A detailed description of the AUC diagrams is given in [23,24,34-39].

4. RESULTS
Statistically significant differences between the patient groups and the control group of subjects were found both on the “tremor” hands and on the “healthy” hands of patients with PD (with a tremor on the left hand and with a tremor on the right hand) and in patients with ET on both hands.

We calculated wave trains in the frequency range from 0.5 to 4 Hz for EMG signals (both for extensor muscles and flexor muscles) in each patient with PD (patients with left-hand tremor and patients with right-hand tremor were investigated separately), every patient with ET, and every healthy volunteer. From these data, AUC values were calculated for different frequency ranges in the interval from 0.5 to 4 Hz.

The frequency AUC diagram for the extensor muscles of the “tremor” left hands
The blue color in the AUC diagram means that the number of wave trains in patients is less than in healthy subjects. Red color indicates that the number of wave trains in patients is greater than in healthy subjects. In the diagram in Fig. 4, pronounced regularities (red and blue areas) are visible in the frequency ranges 0.1-1.8 Hz (a blue spot), 1.8-2.3 Hz (a red spot), and 2.1-3.9 Hz (a blue spot). Let's perform a statistical analysis of the number of wave trains per second using the Mann-Whitney test.

The p-values (the level of statistical significance) for extensor muscles for patients with PD (for “tremor” hands and “healthy” hands) and for patients with ET are listed in Table 1. Statistically significant differences were found for extensor muscles in the frequency ranges 0.1-1.8 Hz (the blue spot), 1.8-2.3 Hz (the red spot), and 2.1-3.9 Hz (the blue spot) only on the “tremor” hands of the patients with PD.

The frequency AUC diagram for the extensor muscles of the “tremor” right hands of the patients with PD is presented in Fig. 5. The results of the statistical analysis and AUC diagrams demonstrate that on the left and right “tremor” hands of the patients with PD, similar regularities are observed, however, on the right “tremor” hands these regularities are less pronounced. Statistically significant differences in the considered frequency ranges were not found in patients with ET. This indicates that the observed regularities are specific for PD.

A comparison of the parameters of the tremor in the extensor muscles and flexor muscles of patients with PD and ET is of great interest. Frequency AUC diagrams for the flexor muscles of the “tremor” arms of the patients with PD are shown in Fig. 6 and 7.

<table>
<thead>
<tr>
<th>Frequency ranges, Hz</th>
<th>PD, left “tremor” hand</th>
<th>PD, right “healthy” hand</th>
<th>PD, left “healthy” hand</th>
<th>PD, right “tremor” hand</th>
<th>ET, left hand</th>
<th>ET, right hand</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1-1.8</td>
<td>0.02</td>
<td>not significant</td>
<td>0.01</td>
<td>not significant</td>
<td>not significant</td>
<td>not significant</td>
</tr>
<tr>
<td>1.8-2.3</td>
<td>0.003</td>
<td>not significant</td>
<td>not significant</td>
<td>not significant</td>
<td>not significant</td>
<td>not significant</td>
</tr>
<tr>
<td>2.1-3.9</td>
<td>0.001</td>
<td>not significant</td>
<td>0.01</td>
<td>not significant</td>
<td>not significant</td>
<td>not significant</td>
</tr>
</tbody>
</table>

Fig. 4. An AUC diagram for extensor muscles. EMG of the left (“tremor”) hand of patients with PD. The abscissa is the lower bound of the frequency ranges. The ordinate is the upper bound of the frequency ranges. The frequencies from 0.5 to 4 Hz with the 0.1 Hz step are considered.

Fig. 5. An AUC diagram for extensor muscles. EMG of the right (“tremor”) hand of patients with PD. Along the axes, frequencies are similar to Fig. 4.

Fig. 6. An AUC diagram for flexor muscles. EMG of the left (“tremor”) hand of patients with PD. Along the axes, frequencies are similar to Fig. 4.
Frequency AUC diagrams for the flexor muscles of the “healthy” hands of the patients with PD are shown in Fig. 8 and 9.

Unlike the extensor muscles, there are differences in the flexor muscles not only in the “tremor” hands but also in the “healthy” hands of the patients with PD. The following frequency ranges were analyzed: 1.1-3.1 Hz (a red spot on the AUC diagram on the left “tremor” hand of the patients with PD), 2.1-3 Hz (a blue spot on the AUC diagram on the left “tremor” hand of the patients with PD), and 2.2-3.9 Hz (a blue spot on the AUC diagram on the right “tremor” hand of the patients with PD). In addition, the frequency range 1.6-2.3 Hz was analyzed, because it corresponds to a red spot on the AUC diagram on the left hand of the patients with ET (see Fig. 10). The AUC diagram on the right hand of the patients with ET (see Fig. 11) also contains regularities, but in this paper, they are not considered because it was discovered that they are not specific for ET.

The p-values for the flexor muscles for the patients with PD and ET are shown in Table 2. For the flexor muscles, statistically significant differences were found in the frequency ranges 1.1-3.1 Hz (the red spot), 2.1-3 Hz (the blue spot), and 2.2-3.9 Hz (the blue spot). Statistically significant differences in ET were found in the 1.6-2.3 Hz frequency range (the red spot), but only in the left hand. Thus, specific regularities were found for PD and ET. However, these regularities are...
Table 3
The p-values for the comparison of the extensor muscles.

<table>
<thead>
<tr>
<th>Frequency ranges, Hz</th>
<th>PD, left “tremor” hand</th>
<th>PD, right “healthy” hand</th>
<th>PD, left “healthy” hand</th>
<th>PD, right “tremor” hand</th>
<th>ET, left hand</th>
<th>ET, right hand</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1-3.1</td>
<td>not significant</td>
<td>not significant</td>
<td>0.006</td>
<td>not significant</td>
<td>not significant</td>
<td>not significant</td>
</tr>
<tr>
<td>1.6-2.3</td>
<td>not significant</td>
<td>not significant</td>
<td>not significant</td>
<td>not significant</td>
<td>0.005</td>
<td>not significant</td>
</tr>
<tr>
<td>2.1-3.0</td>
<td>not significant</td>
<td>not significant</td>
<td>not significant</td>
<td>0.006</td>
<td>not significant</td>
<td>not significant</td>
</tr>
<tr>
<td>2.2-3.9</td>
<td>0.00008</td>
<td>0.01</td>
<td>not significant</td>
<td>not significant</td>
<td>not significant</td>
<td>not significant</td>
</tr>
</tbody>
</table>

observed in different frequency ranges in different hands of the patients; this makes it difficult to use them for the differential diagnosis of PD and ET.

AUC diagrams were computed to compare the extensor muscles and the flexor muscles of the subjects (see Fig. 12 and 13). These diagrams are interesting because regularities in the “healthy” hands of patients with PD are observed. Two distinct frequency ranges were found in which the number of wave trains in the extensor muscles and flexor muscles differs: 1.8-3.9 Hz (a blue spot) and 2.1-2.5 Hz (a red spot). The p-values are given in Table 3. Statistically significant differences were found between the extensor muscles and the flexor muscles in both frequency ranges. There were no statistically significant differences in ET.

The found regularities on the “healthy” hands of the patients with PD are of considerable interest for early diagnosis of PD because the “healthy” hands of patients with PD can be used as a model of the processes occurring at the preclinical stages of PD.

5. CONCLUSION
A new method of exploratory data analysis was developed. This method involves calculating AUC values and non-parametric testing of statistical hypotheses to detect significant differences in the characteristics of electrical “wave train” activity of muscles. A detailed analysis of the data of patients with Parkinson’s disease and essential tremor in the poorly studied frequency range 0.5-4 Hz was carried out. Statistically significant differences from the control group of subjects were found both in the “tremor” hands and in the “healthy” hands of the patients. It was demonstrated that the analysis of patients with Parkinson’s disease using surface EMG

Table 2
The p-values for the flexor muscles.

<table>
<thead>
<tr>
<th>Frequency ranges, Hz</th>
<th>PD, left “tremor” hand</th>
<th>PD, right “healthy” hand</th>
<th>PD, left “healthy” hand</th>
<th>PD, right “tremor” hand</th>
<th>ET, left hand</th>
<th>ET, right hand</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1-3.1</td>
<td>not significant</td>
<td>not significant</td>
<td>0.006</td>
<td>not significant</td>
<td>not significant</td>
<td>not significant</td>
</tr>
<tr>
<td>1.6-2.3</td>
<td>not significant</td>
<td>not significant</td>
<td>not significant</td>
<td>not significant</td>
<td>0.005</td>
<td>not significant</td>
</tr>
<tr>
<td>2.1-3.0</td>
<td>not significant</td>
<td>not significant</td>
<td>not significant</td>
<td>0.006</td>
<td>not significant</td>
<td>not significant</td>
</tr>
<tr>
<td>2.2-3.9</td>
<td>0.00008</td>
<td>0.01</td>
<td>not significant</td>
<td>not significant</td>
<td>not significant</td>
<td>not significant</td>
</tr>
</tbody>
</table>
on the extensor muscles and flexor muscles gives different results; differences between the extensor muscles and flexor muscles in patients with ET were not detected. Found regularities in EMG can be useful for early diagnosis of Parkinson’s disease.

It can be assumed that wave trains in the 0.5-4 Hz frequency range reflect the increased electrical activity of the muscle fiber groups that make up the muscles. The obtained results indicate an individual picture of frequency characteristics in the 0.5-4 Hz frequency range for specific diseases, which can be useful for the differential diagnosis of PD and ET.

Parkinson's disease is a systemic disease, and manifestations of this disease include impaired muscle tone, both in the shaking hands and non-shaking hands. The reason for this is that, due to the disease, the reciprocal (cross) connections and the downward effect of the extrapyramidal system on the segmental level of tone control (alpha motoneurons, etc.) of the muscles are disrupted. The harmonious work of the agonists/antagonist muscle groups is violated. Identification of these changes allows determining the degree of decompensation from the “healthy”, intact side, and also allows predicting the clinical manifestation of focal neurological symptoms. Monitoring of these changes can be used as a promising prognostic parameter of decompensation and an assessment of the effectiveness of a specific treatment.

The application of the developed signal analysis method allowed us to identify new regularities in the EMG signals that previously could not be detected using standard spectral methods based on the analysis of the power spectral density of the signals.
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Abstract. The new approach based on Morlet wavelet spectrograms ridges analysis and allowing automatic detecting different activity in long term EEG signals is developed. To distinguish epileptiform activity from chewing artifacts two approaches are proposed. The quantitative characteristics of events wavelet spectrogram ridges were studied, as well as the frequency of broadband peaks at time points corresponding to peak-wave epileptiform activity on the one hand, and the peaks of myographic activity during chewing on the other hand. Signs by which one can qualitatively divide the group containing epileptic discharges from chewing artifacts were found.
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1. INTRODUCTION

During data analysis of long-term electroencephalographic (EEG) of patients with traumatic brain injury neurophysiologists manually mark up the EEG records by comparing individual fragments of EEG with epileptic seizures, chewing artifacts, etc. That is time-consuming process when marking daily and longer EEG signals. Automatic marking of epileptic and epileptiform seizures in EEG signals of patients with posttraumatic epilepsy, as well as differentiation seizures fragments from chewing artifacts will help to neurophysiologists accelerate the process of detecting epileptiform seizures.

The problem of detecting epileptic seizures of various types [1], as well as various artifacts [2] is widely known and remains relevant. For example, in [3] attention is paid to the finding of muscle artifacts, including chewing artifacts through the study of amplitude and frequency components. In paper proposes to divide the signal into epochs and calculate the minimum, maximum amplitude values and the first derivative, the absolute and relative powers of the Fourier spectrum, the boundary frequency of the spectrum, up to which the sum of the spectral power is at the level of 95% of the total spectral power of the entire spectrum. Then the parameters were compared with the parameters of the control record, which does not contain artifacts. Control record is selected manually for each EEG record. It should be noted that the method is aimed at finding artifacts with a frequency of more than 25 Hz.

The article [4] presents the use of support vector machine (SVM) to distinguish different types of artifacts. The features for SVM are obtained from EEG and gyroscopic channels.
Records are collected from 7 people who do not have any neurological and psychiatric disorders. The subject had to make five kinds of movements similar to motion artifacts. Each action records within 30 seconds, then 20 seconds of a break as a control record without motion artifacts. Automatic detection of artifacts by the method is not provided.

The paper [5] describes the application of Bayes statistics to real-time recognition of epileptic seizures with the removal of artifacts associated with wire breakage and muscle activity outside the range of 12-25 Hz. Alpha activity (8-13 Hz), characteristic of both artifacts and epileptic seizures (3-25 Hz), is marked as seizure, i.e., differentiation between epileptic seizure and artifacts in this frequency range was not carried out.

The article [6] presents the method of recognition of epileptic seizures based on Fourier analysis. The method works fast enough that it can be used in the system of informing doctors about the onset of the seizure, but at the same time, the authors provide information that the analysis of EEG signals by their method did not recognize epileptic seizures in EEG of 3 patients. Neurophysiology experts at the same time mark 3, 5 and 6 epileptic seizures for them.

We propose a new approach based on Morlet wavelet spectrograms ridges analysis for the automatic detection of all suspicious fragments of electroencephalographic signals of patients with posttraumatic epilepsy on long term EEG records (a day or more) with the possibility of their further classification.

2. APPROACH
Since EEG signals contain both artifacts and epileptic discharges, there is a need for their automatic detection. It is proposed to find the beginning and the end of signal fragments in which suspicious activity with increased values of the power spectral density is observed by segmenting the Morlet wavelet spectrogram ridges. For that purpose, we calculate the histogram of the ridges of the wavelet spectrograms. For fragmented ridges, frequency and time parameters are calculated, according to which it is possible to classify the fragments of the ridge into the corresponding event in the future. In addition, sections of wavelet spectrograms in frequency are considered to identify additional features of the difference between epileptic seizures and chewing artifacts.

3. SIGNAL PROCESSING
Consider the approach to detect specific events step by step on the example of a signal containing an epileptic seizure, obtained in the Department of neurosurgery research of Sklifosovsky Scientific Research Institute for Emergency Medicine (Fig. 1).

Initially, the signal is filtered by 2nd order Butterworth bandpass filter with a bandwidth of 0.5 to 22 Hz, as well as notch filters multiples of 25 Hz to remove noise and network interference. Then the wavelet spectrogram $S$ is calculated as follows [7]:

$$S(\tau, f) = |W(\tau, f)|^2,$$

$$W(\tau, f) = \sqrt{f} \int x(t) \psi^*(t-\tau) f dt,$$

$$\psi(\eta) = \frac{1}{\sqrt{\pi F_b}} \exp(2\pi if \eta) \exp\left(\frac{\eta^2}{F_b}\right),$$

where $\psi^*$ is the complex conjugation of the Morlet mother function $\psi$, $F_c = F_b = 1$, $x$ is the original signal, and $W$ is the wavelet transform.

At each $t_1$ time moment in the frequency-power spectral density (PSD) plane, the maximum values of the PSD are calculated. Then the phase characteristic $P$ of the signal $x$ is calculated:

![Fig. 1. The signal of EEG containing an epileptic seizure.](image-url)
where \( f(\tau_k) \) is the instantaneous frequency of the signal at the time \( \tau_k \). Moreover, \( f(\tau_k) \) coincides with the frequency value at the point of the wavelet spectrogram ridge at the time \( \tau_k \), if the following condition is satisfied [8]:

\[
\frac{\tau^2 F_k}{2} \frac{d^2 P}{d\tau^2} << 1.
\]

Further, the ridge points that do not satisfy the inequality (5) wavelet spectrograms should be removed from the consideration. The line connecting points with the maximum values of PSD on the wavelet spectrogram, which have the property of phase stationarity (5), is called the ridge of the wavelet spectrogram. Fig. 2 shows a wavelet spectrogram in the frequency-time-PSD axis projection with a calculated ridge. It shows a peak in the time period from 10 to 30 seconds, which neurophysiologists refer to an epileptic seizure.

Further, the histogram of the number of fragments depending on the selected PSD threshold value is analyzed to separate the background and activity (Fig. 3). The threshold at which the maximum number of ridge fragments is selected. At Fig. 3 \( PSD_{\text{threshold}} = 1.2 \times 10^7 \mu V^2/\text{Hz} \). Fragments of the ridge, in this case, are such points of the ridge, which PSD values are above the threshold and are next to each other in sequence number. An example of a fragmented ridge is shown in Fig. 4.

The following are calculated for each fragment: duration; maximum and minimum values of frequency and spectral power density; time at which the maximum value of the spectral power density was recorded; arithmetic mean and standard deviation of frequency.

Table 1 shows the values of the calculated parameters for EEG records containing epileptic seizures and chewing artifacts.

From the data given in the table, the maximum and minimum frequency values and the mean frequency in chewing artifacts are lower than in Table 1.

### Table 1

<table>
<thead>
<tr>
<th>Activity</th>
<th>( T_s - T_e )</th>
<th>( F_{min} )</th>
<th>( F_{max} )</th>
<th>( F_{mean} )</th>
<th>( F_{std} )</th>
<th>( PSD_{min} )</th>
<th>( PSD_{max} )</th>
<th>( T_{max} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA</td>
<td>100.5-103.8</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.00</td>
<td>5.0E+06</td>
<td>1.0E+07</td>
<td>102.42</td>
</tr>
<tr>
<td>CA</td>
<td>198 -201</td>
<td>0.70</td>
<td>1.00</td>
<td>0.07</td>
<td>0.87</td>
<td>1.38E+06</td>
<td>2.37E+05</td>
<td>199.21</td>
</tr>
<tr>
<td>CA</td>
<td>270.2-273.9</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.00</td>
<td>9.95E+06</td>
<td>2.10E+06</td>
<td>272.09</td>
</tr>
<tr>
<td>CA</td>
<td>3 -9.39</td>
<td>0.50</td>
<td>0.70</td>
<td>0.06</td>
<td>0.62</td>
<td>2.65E+05</td>
<td>6.05E+04</td>
<td>7.83</td>
</tr>
<tr>
<td>CA</td>
<td>16.49-22.49</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.00</td>
<td>3.98E+06</td>
<td>7.83E+04</td>
<td>19.30</td>
</tr>
<tr>
<td>CA</td>
<td>26.29-30.99</td>
<td>0.50</td>
<td>0.70</td>
<td>0.06</td>
<td>0.64</td>
<td>3.5E+06</td>
<td>6.01E+04</td>
<td>28.38</td>
</tr>
<tr>
<td>ES</td>
<td>133.8-135.9</td>
<td>0.70</td>
<td>1.00</td>
<td>0.06</td>
<td>0.79</td>
<td>1.43E+06</td>
<td>3.28E+07</td>
<td>135.44</td>
</tr>
<tr>
<td>ES</td>
<td>85.5 - 92.1</td>
<td>2.80</td>
<td>6.20</td>
<td>0.56</td>
<td>4.09</td>
<td>7.27E+06</td>
<td>4.85E+05</td>
<td>90.65</td>
</tr>
<tr>
<td>ES</td>
<td>92.41 -98</td>
<td>2.10</td>
<td>3.90</td>
<td>0.32</td>
<td>3.08</td>
<td>4.31E+06</td>
<td>3.22E+06</td>
<td>92.22</td>
</tr>
</tbody>
</table>

\( T_s \) and \( T_e \) are the start and end time of activity; \( F_{min} \) and \( F_{max} \) – minimum and maximum frequency value; \( F_{mean} \) and \( F_{std} \) is the mean and the standard deviation; \( PSD_{min} \) and \( PSD_{max} \) – minimum and maximum values of PSD; \( T_{max} \) – time, when there was higher PSD value.
If we take $F_{\text{min}} = 0.7$, $F_{\text{max}} = 1$, $F_{\text{mean}} = 0.87$ as the threshold values, then the two groups are well separated. Consider the parameters of epileptic discharges only (Table 2).

At selected thresholds $F_{\text{min}} = 0.7$, $F_{\text{max}} = 1$, $F_{\text{mean}} = 0.87$, only one epileptic seizure from Table 2 has characteristics similar with chewing artifacts parameters. In the remaining 12 cases, epileptic seizures satisfy the specified conditions.

Another approach to differentiate epileptic activity from chewing artifacts is to analyze the broadband peaks of wavelet. The peaks of the EEG signal during the seizure and chewing are sharp, so the wavelet spectrograms at the time of these peaks are broadband. Therefore, in addition to calculating the parameters of the wavelet ridges, the frequency of broadband peaks of EEG wavelet spectrograms was studied.

We describe the new approach by the example of fragments of EEG wavelet spectrograms with a chewing artifact and epileptic seizure presented in Fig. 5 and 6. From the matrix $S$ (1) were selected the values in the wavelet rows corresponding to the frequency $F_{\text{cut}}$ from 3.5 Hz to 6 Hz with step 0.5 Hz over the entire time interval:

$$V_{\text{cur}}(\tau_k) = S(\tau_k, F_{\text{cut}}), \tau_k = 0 : T.$$  

Vector $V_{\text{cur}}$ represents a raw of the wavelet spectrogram at the frequency $F_{\text{cut}}$. For the resulting vectors $V_{\text{cur}}$, calculated Fourier spectra. Fig. 7 shows examples of Fourier spectra of $V_{\text{cur}}$ for epileptic seizure and chewing artifact at $F_{\text{cut}} = 4$ Hz on wavelet spectrogram. For each Fourier spectrum, the frequency at which the main peak and half-width of the main peak are located at half-height for each frequency level of the wavelet spectrogram was calculated.

### Table 2

<table>
<thead>
<tr>
<th>$T_b$ - $T_e$</th>
<th>$F_{\text{min}}$</th>
<th>$F_{\text{max}}$</th>
<th>$F_{\text{all}}$</th>
<th>$F_{\text{mean}}$</th>
<th>$F_{\text{std}}$</th>
<th>$F_{\text{mean}}$</th>
<th>$F_{\text{std}}$</th>
<th>$PSD_{\text{max}}$</th>
<th>$PSD_{\text{min}}$</th>
<th>$T_{\text{Pmax}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.99 - 7.99</td>
<td>0.60</td>
<td>0.80</td>
<td>0.07</td>
<td>0.67</td>
<td>0.10</td>
<td>3.02E+04</td>
<td>9.63E+03</td>
<td></td>
<td></td>
<td>6.78</td>
</tr>
<tr>
<td>122.49 - 124.49</td>
<td>0.90</td>
<td>1.60</td>
<td>0.21</td>
<td>1.21</td>
<td>0.17</td>
<td>3.67E+04</td>
<td>1.13E+04</td>
<td></td>
<td></td>
<td>123.55</td>
</tr>
<tr>
<td>128.12 - 129.39</td>
<td>1.70</td>
<td>2.00</td>
<td>0.09</td>
<td>1.78</td>
<td>0.05</td>
<td>3.25E+04</td>
<td>1.11E+04</td>
<td></td>
<td></td>
<td>128.77</td>
</tr>
<tr>
<td>356.49 - 358.79</td>
<td>0.70</td>
<td>1.10</td>
<td>0.13</td>
<td>0.90</td>
<td>0.14</td>
<td>2.40E+04</td>
<td>7.92E+03</td>
<td></td>
<td></td>
<td>367.77</td>
</tr>
<tr>
<td>83.7 - 85.29</td>
<td>1.20</td>
<td>2.40</td>
<td>0.42</td>
<td>1.82</td>
<td>0.23</td>
<td>1.79E+05</td>
<td>3.95E+04</td>
<td></td>
<td></td>
<td>84.73</td>
</tr>
<tr>
<td>98.7 - 99.39</td>
<td>3.90</td>
<td>4.60</td>
<td>0.14</td>
<td>4.08</td>
<td>0.03</td>
<td>2.32E+05</td>
<td>9.22E+04</td>
<td></td>
<td></td>
<td>99.03</td>
</tr>
<tr>
<td>100 - 100.39</td>
<td>3.20</td>
<td>3.80</td>
<td>0.20</td>
<td>3.45</td>
<td>0.06</td>
<td>1.79E+05</td>
<td>9.04E+04</td>
<td></td>
<td></td>
<td>100.27</td>
</tr>
<tr>
<td>100.79 - 101.19</td>
<td>3.50</td>
<td>4.30</td>
<td>0.19</td>
<td>3.92</td>
<td>0.05</td>
<td>1.36E+05</td>
<td>6.59E+04</td>
<td></td>
<td></td>
<td>101.03</td>
</tr>
<tr>
<td>102 - 102.69</td>
<td>2.90</td>
<td>3.30</td>
<td>0.09</td>
<td>3.08</td>
<td>0.03</td>
<td>2.90E+05</td>
<td>9.11E+04</td>
<td></td>
<td></td>
<td>102.95</td>
</tr>
<tr>
<td>103.79 - 104.29</td>
<td>3.30</td>
<td>4.90</td>
<td>0.53</td>
<td>3.77</td>
<td>0.14</td>
<td>2.62E+05</td>
<td>9.90E+04</td>
<td></td>
<td></td>
<td>104.93</td>
</tr>
<tr>
<td>104.79 - 105.29</td>
<td>2.20</td>
<td>2.80</td>
<td>0.14</td>
<td>2.55</td>
<td>0.05</td>
<td>1.61E+05</td>
<td>1.01E+05</td>
<td></td>
<td></td>
<td>105.62</td>
</tr>
<tr>
<td>106.09 - 106.49</td>
<td>2.90</td>
<td>5.30</td>
<td>0.99</td>
<td>3.99</td>
<td>0.25</td>
<td>1.29E+05</td>
<td>8.47E+04</td>
<td></td>
<td></td>
<td>106.20</td>
</tr>
<tr>
<td>113.59 - 118.09</td>
<td>1.70</td>
<td>2.40</td>
<td>0.12</td>
<td>2.15</td>
<td>0.06</td>
<td>2.41E+05</td>
<td>3.83E+04</td>
<td></td>
<td></td>
<td>115.75</td>
</tr>
</tbody>
</table>

$T_b$ and $T_e$ are the start and end time of activity; $F_{\text{min}}$ and $F_{\text{max}}$ – minimum and maximum frequency value; $F_{\text{all}}$ and $F_{\text{mean}}$ are the mean and the standard deviation; $PSD_{\text{max}}$ and $PSD_{\text{min}}$ – minimum and maximum values of $PSD$; $T_{\text{Pmax}}$ – time, when there were maximal $PSD$ value.
Table 3 shows the frequency at which the main peak and the half-width of the main peak are located at half-height, depending on the wavelet spectrogram frequency.

Fig. 7 $F_{\text{cur}} = 4$ Hz shows differences between epileptic seizures and chewing artifacts in the frequency of the Fourier spectrum peak, for example, for the chewing artifact it is at 0.71 Hz, and for the epileptic seizure at 1.86 Hz. This can be interpreted as the presence of peak-wave activity in an epileptic seizure. The half-width of the Fourier spectrum peaks in the chewing artifact is almost 2 times greater than that of an epileptic seizure. This may mean greater stability of the peak-wave activity period during the seizure compared to chewing. By combining those two approaches it is possible to reliably differentiate an epileptic seizure from a chewing artifact.
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Abstract. Identical inter-channel phase coherency of electroencephalogram (EEG) signals is determined for healthy subjects during cognitive and motor tests. EEG signal phase is evaluated at the points of it wavelet-spectrogram ridge. Areas of interest of the cortex at cognitive and motor tests for group of healthy subjects are determined. Inter-channel EEG phase coherency for patients after a traumatic brain injury are represented.

Keywords: electroencephalogram, wavelet-spectrogram, ridge, phase synchronization

1. INTRODUCTION

Usually coherency or phase connectivity of EEG signals use to the estimation of inter-channel EEG connectivity [1-3]. The coherency \( \text{Coh}_{xy}(f) \) is determined by the normalized complex cross correlation of signals \( x \) and \( y \):

\[
C_{xy}(f) = \frac{S_{xy}(f)}{(S_{xx}(f)S_{yy}(f))^{1/2}},
\]

\( \text{Coh}_{xy}(f) = |C_{xy}(f)|. \) (2)

In coherent analysis, due to the modulus of normalized complex cross correlation \( C_{xy}(f) = 1 \), the coherency \( \text{Coh}_{xy}(f) \) is averaged in different of time intervals and in a certain frequency interval that is determined using neurophysiological data. Normally, such intervals correspond to the delta (2–4 Hz), theta (4–8 Hz), and alpha (8–12 Hz) EEG rhythms. Such an averages and the presence of the threshold level of coherence that is used to select the phase-coupled pairs of signals are disadvantages of the coherent analysis that lead to instability in the determination of the inter-channel phase synchronization of EEG signals. These disadvantages are considered in detail in [4]. The validity of the coherent analysis of essentially non-stationary EEG signals is questioned [2, 4].

Analytical signal also can be used for the estimation of phase connectivity \( \phi^*(\hat{t}) = \phi(\hat{t}) + iH(\phi(\hat{t})) \), where \( H(\phi(\hat{t})) \) is the Hilbert transform. The phase synchronization of two signals takes place when [5]:

\[
|\Phi_{xy}(\hat{t})| \leq \text{const},
\]

where \( \Phi_{xy}(\hat{t}) = n\Phi_x(\hat{t}) - m\Phi_y(\hat{t}) \), \( \Phi \) is the phase of the signal, \( n, m \) are integers.

We proposed an approach to the estimation of the inter-channel phase connectivity of the EEG [6] based on the phases calculation and comparison of the signals at the points of the ridges of their wavelet spectrograms having the property of stationarity of the phase, which does not exist in both of the above approaches. Under this the approach, phase-coupled pairs of EEG signals are considered for the group of healthy subjects and for the group of patients with traumatic brain injury during two cognitive and motor tests.
2. METHODS
The ridges of the wavelet spectrograms are defined as the points of the stationary phase [7] that is in them the derivative of the phase with respect to time is equal to the frequency. In [8], devoted to computer modeling of smooth music, it was shown that at the points of time- and frequency-asymptotic ridges of wavelet spectrograms the phase is stationary in the sense that at these points \( \frac{d\Phi}{dt} \approx \omega \). The EEG signal responds the asymptotic properties under the conditions:

\[
|W(t, f)| \gg |A(t)| \quad \text{and} \quad \Phi(t) \approx \arctan \left( \frac{\text{Im}(W(t, f))}{\text{Re}(W(t, f))} \right).
\]  

(4)

The approach to estimating the inter-channel phase connectivity of the EEG at the points of the ridges of their wavelet-spectrograms with the stationary phase is considered as an inverse task to the problem of modeling ridges. In [6] it is shown that for the amplitude and phase of the amplitude-modulated signal \( x(t) = A(t)e^{\Phi(t)} \) is true:

\[
A(t) \approx |W(t, f)| \quad \text{and} \quad \Phi(t) \approx \arctan \left( \frac{\text{Im}(W(t, f))}{\text{Re}(W(t, f))} \right).
\]  

(5)

Based on this, first we find the ridge with the maximum value \( |W(t, f)| \) at each reference point \( \tau_i \) of the Morlet wavelet:

\[
W(\tau, f) = \int x(t)\psi((t - \tau)f)dt,
\]  

(6)

\[
\psi(\eta) = \frac{1}{\sqrt{\pi F_b}} e^{\frac{-\eta^2}{2F_b}},
\]  

(7)

where \( F_b = F_c = 1 \).

Then, we calculate the phase difference of two signals \( x(t) \) and \( y(t) \) at the points of the ridges \( t_k \) of their wavelet spectra and select \( \text{const} \) to estimate their phase synchronization.

In this case, the points of wavelet spectrograms with nonstationary phase are not included in the estimation of the phase of signals. However, such points are used in the estimation of coherence and phase with the aid of the Hilbert transform and coherency approach [1-3]. When the ridge points do not satisfy the condition for asymptotic ridges (4), we obtain errors in the calculations of the phase difference. However, we assume that such an error is significantly less than the errors related to the averaging of the phase difference in a certain interval of the ridge frequencies. After elimination the frequency range of the processed ridge, we employ the above algorithm to select the next ridge with a lower power spectral density in a different frequency range.

The international system of the location of scalp electrodes «10–20%» is used to the EEG record (Fig. 1). The records of 19-channel EEG were analyzed, therefore the number of pairs of channels is 171 for the group of the healthy subjects (8 people) and for the group of the patients with traumatic brain injury (5 people).

The sampling frequency of the EEG was 250 Hz in the processing of EEG signals. The original signals were recorded with a high-pass filter with cut-off frequency of 0.5 Hz, a low pass filter with a cut-off frequency of 70 Hz. Then, a 50 Hz notch filter and a Butterworth filter were used. The signals were filtered by a fourth-order Butterworth bandpass filter with a bandwidth of 2 to 10 Hz. The duration of every EEG record was 60 seconds. Also, the removing of outliers in the EEG signals was with the Huber’s X84 method [9].

Fig. 2 shows an example of the power spectral density of Morlet wavelet spectrograms in a pair of EEG channels with selected points of the maximum spectral power density (ridge). Fig. 3 shows the phases time dependencies of two EEG signals \( x(t) \) and \( y(t) \) at the points of the ridges of their wavelet spectrograms.

Then, we plot the histograms of values of the phase difference of two signals \( x(t) \) and \( y(t) \) as in [5].

Fig. 1. The international system of the location of scalp electrodes «10–20%».
Fig. 4 represents the normalized histograms $\rho_{x,y} = \frac{n_{x,y}}{N}$, where $n_{x,y}$ is number of reference points of ridges with the discretization of the histogram $|\Delta \Phi_{x,y}(t_k)| < 0.05\pi$, $N$ is a total number of EEG signal reference points during the test. The first pair of channels Fp1-Fp2 (Fig. 4a) can be referred to a phase-coupled pair. Another pair Fp1-O2 (Fig. 4b) can be referred to a phase-unconnected pair. Fig. 4a shows that $\rho_{x,y} < 0.1$ can be considered as a background. We consider the threshold $\rho_{thr} = 0.1$ and we will assume that the values of the portions of the ridge points above it will correspond to the phase-coupled pairs of channels. Note that the phase difference of two EEG channels (e.g., Fp1–Fp2) can be used to characterize the phase-locking dynamics. Fig. 5 presents the plot of the phase difference for two channels of the EEG signal (Fp1–Fp2) vs. time.

Distributions graphs of the maximum values of portions $\max \rho_{x,y}$ over pairs of EEG channels, based on the histograms obtained (Fig. 4), were arranged in the ascending order $\max \rho_{x,y}$ without tests, with the cognitive calculation–logical test, with the cognitive spatial-pattern test and with the motor test are represented in Fig. 6.

3. RESULTS

By the new approach of estimation [10], the inter-channel EEG the phase synchronization during two cognitive (calculation–logical and spatial-pattern) and motor tests for the group healthy subjects (8 people) and for the group patients with traumatic brain injury are considered. During the cognitive calculation–logical test, doctor randomly called some items that belong to the category "clothes" or "food" to the subject. During the test, the subject counts in the mind the quantity of items belonging to one of these categories. At the end of the test, he declares the result of quantity of items. When performing the cognitive spatial-pattern test, the doctor randomly called the time. The subject must imagine in the mind the dial of the clock and the position of the clock hands on it in accordance with the time mentioned. If both clock hands are in the same half of the dial, he says "yes," and if they are in different halves, he keeps silent. When performing the motor test, the subject stands on a stabilographic platform. The position of his center of gravity is displayed on the screen. He must hold center of gravity inside a circle of a certain diameter. The duration of every test was 60 seconds. The EEG record was performed both during the tests and without them.

From the dependences of Fig. 6 it can be distinguished phase-coupled pairs of the EEG
channels that appear only during the test, by comparing the phase-coupled pairs of the EEG record without the test and at the time of the EEG records during one of the tests. Phase-coupled pairs that are absent in EEG records without tests and that appear only during tests are shown in Fig. 7 for the group of the healthy subjects and in Fig. 8 for the group of patients with traumatic brain injury.

Based on the obtained pairs of EEG channels (Fig. 6), it is possible to find phase-coupled pairs of the EEG channels that appear in a group of 8 healthy subjects during the cognitive calculation-logical test, the cognitive spatial-pattern test and motor test (Fig. 7).

Fig. 7 shows that the greater number of the phase-coupled pairs of the EEG channels that appear in the group of the healthy subjects during the cognitive calculation-logical test is in the left hemisphere. And, the greater number of the phase-coupled pairs of the EEG channels that appear in the group of the healthy subjects during the cognitive spatial-pattern test is in the right hemisphere. In accordance with published works, the prefrontal regions of the left and right hemispheres are predominantly activated in the calculation–logical and spatial-pattern tests, respectively for healthy subjects [11]. Our method confirms this.

Also, a larger number of phase-coupled pairs reflects the different efforts required to perform each of the tests, which, according to the complexity of performing from easy to difficult, can be arranged in the following sequence: motor test – calculation–logical cognitive test – spatial-pattern cognitive test.

Fig. 8 shows phase-coupled pairs of channels for the group of patients with traumatic brain injury (5 people). Phase-coupled pairs of EEG channels for each patient are represented by special color.

Fig. 8 represents that phase-coupled pairs that appear in the group of patients with traumatic brain injury practically are absent. Coincident phase-coupled pairs are represented in only two patients during the cognitive calculation-logical test: Fp1 – Fp2.
4. CONCLUSIONS

By the new approach of the estimation the inter-channel phase synchronization of the EEG signals in different channels, based on the calculation and comparison of the phases of the signals at the points of the wavelet spectrograms ridges, phase-coupled pairs of EEG channels that appear for the group of 8 healthy subjects during two cognitive and motor tests are considered. Areas of interest of the cortex at two cognitive (calculation-logical and spatial-pattern) and motor tests for healthy subjects are determined. The prefrontal regions of the left hemisphere are predominantly activated in the calculation-logical cognitive test for healthy subjects, but these regions aren’t activated for patients with traumatic brain injury. The prefrontal regions of the right hemisphere are predominantly activated in the spatial-pattern cognitive test for healthy subjects, but these regions aren’t activated for patients with traumatic brain injury. The definition of phase-coupled pairs of EEG signals can be useful for the monitoring the treatment of people with traumatic brain injury. The recovery of phase-coupled EEG pairs can be used as indicator of proper treatment.
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