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1. INTRODUCTION
In classical radiophysics, noise was always 
attributed to thermal and shot fluctuations.
The frequency spectrum of  electromagnetic 
oscillations generated by an oscillator was 
believed to be enriched by harmonics or 
subharmonics of  the fundamental frequency, 
and afinitewidthof  theoscillator spectrum
line was explained by the fluctuation effect.
Therefore, noise oscillation generation 
discovered in the Institute of  Radio 
Engineering and Electronics of  the Russian 
Academy of  Sciences (IREE RAS) could not 
have been expected by radio physicists [1]. 
The intensity and fre quency band of  noise 
produced by plasma and travel ling-wave tube 
(TWT) electron devices could not be attributed 
tothefluctuationeffect.Thenatureof gener
ation of  such intensive oscillations was 
successfully explained using the methods of  
nonlinear dynamics in self-oscillatory systems 
with delayed feedback. Virtu ally at the same 
time, using a substantially simplified model
of  convective instability of  the Earth's atmo-
sphere, Lorentz demonstrated the possibility 
of  chaotic oscillation generation [2]. 

Development of  mathematical concepts 
describing possible emergence of  complex 
nonperiodic motions in dynamic systems was 
begun long ago by Poincare, who introduced 
the notion of  homoclinic paths as applied to 
the problem of  motion of  three interacting 
bodies [3]. 

Later studies showed that complex 
irregular motions are no less typical of  a 
wide class of  dynamic systems than classical 
regular processes. It was striking that such 
motions were possible in dynamic systems 
with a small number of  degrees of  freedom. 
It had intuitively been assumed that a complex 
chaotic motion could emerge in systems with 
aninfiniteorverylargenumberof degreesof 
freedom. This was the assump tion involved 

in the model of  hydrodynamic system tur-
bulent motion developed by Landau in 1944 
[4]. Revealing the complex chaotic character 
of  motion of  a dynamic system with a small 
dimension seemed to be a nontrivial problem. 

Since the early 1960s, researchers of  IREE 
RAS conducted investigations on designing 
microwave oscillators with direct noise 
modulation to facilitate solving problems of  
electronic warfare. At that time, the original 
idea of  a noise generator based on a ring self-
oscillatory system consisting of  an O or M 
microwave amplifier and a special nonlinear
element provid ing for stochastization of  
generated oscillations. (This generator is 
referred to as a shumotron.) Such devices were 
implemented using TWTs or plasma, and, 
later, the idea was realized in semiconductor 
transistor and diode oscillators [5-12]. 

In the late 1970s, numerous studies aimed at 
reveal ing chaotic motion in various structures 
and media were published, which resulted 
in classifying scenarios of  monochromatic 
oscillation conversion into chaos in various 
dynamic systems. Within the expanded 
research area, the concepts developed were 
generalized and the laws that govern the 
emergence of  chaotic motion were revealed. 
Finally, the concept of  strange attractor as the 
representation of  dynamic system motion in 
its phase space was originated. At present, the 
notionof dynamicchaosisidentifiedwiththe
notion of  strange attractor, introduced by Ruell 
andTakens[13].Aspecificfeatureof dynamic
system motion on a strange attractor is that, in 
the phase space of  a system, its trajectories are 
attracted to a stable Cantor set with a fractal 
dimension rather than to a limit cycle or torus, 
which have integer-valued dimensions [14]. 
Earlier, complex dynamics in conservative 
systems was reported by Zaslavskii and 
Chirikov [15]. 
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In the subsequent studies, increasingly wide 
classes of  dynamic systems (natural systems, 
representing nat ural phenomena; mathematical 
models; and technolog ical systems) exhibiting 
dynamic chaos effects were discovered. The 
laws that govern transitions to chaos and 
conditions providing for chaotic motion were 
established [16]. 

Chaotic motion of  dynamic systems 
exhibits certain specific features. Realizations
of  this motion are char acterized by a 
continuous power spectrum in a fre quency 
band, an exponentially decreasing autocorrela-
tion function, and the Gaussian probability 
distribution. At the same time, dynamic chaotic 
systems exhibit pure dynamic properties, 
such as an extremely high sensitiv ity to initial 
conditions and, associated with it, expo nential 
divergence of  close trajectories. 

Previously, mechanisms of  forming dynamic 
system chaotic motions were analyzed using 
radiophysical and radio-electronic systems. 
These results showed that chaotic properties 
of dynamicsystemscouldfindapplications.A
topical line of  investigations is searching new 
technologies that employ specific featuresof 
dynamic systems operating in the dynamic 
chaos state. Studies in this research area have 
initiated a number of  novel investigations 
in various fields, including informatics,
biophysics, chemistry, medicine, and dynamics 
of  natural phenomena (e.g., earthquakes) [16]. 

A promising direction is research aimed at 
develop ing novel telecommunications systems 
based on cha otic dynamics. Chaotic dynamics 
of  systems provides for the possibility of  
producing complex oscillations by devices of  a 
simple structure, generation of  a large number 
of  various chaotic modes by a single device, 
a high information capacity, a wide variety 
of  methods for introducing an information 
signal into a chaotic one, transmitter-receiver 
synchronization, and data security. This 

diversity of  chaotic properties of  dynamic 
systems has initiated various applications of  
chaotic modes of  dynamic systems to support 
communications services [ 17]. Development 
of  new classes of  algo rithms based on chaotic 
dynamics and used to form sequences that 
behave like random processes is of  con-
siderable importance [18-21]. These algorithms 
offer promise in developing novel information 
technologies and applications of  chaotic signals 
to data transmission, processing, storage, and 
protection.

2. DATA CARRIERS BASED ON 
CHAOTIC ALGORITHMS 
The search for information carriers (processes 
and signals) with an increased information 
capacity and mathematical algorithms that 
generate such processes is the most urgent 
task in the development of  new information 
technologies. The basic concept in the field 
of  information technology is "information 
coding", usually interpreted as a synonym for 
"information representation". Such carriers 
of  information can be graphics (pictures), 
texts, musical notations, numbers, sequences 
of  electromagnetic, optical or other signals.

The term "information systems" 
includes all devices that provide the receipt, 
processing, transmission and storage of  
information. These are various sensors that 
transform external influences (sound, image 
in the form of  a light field of  various local 
intensity, pressure, temperature, chemical 
composition of  the environment, etc.) into 
electrical signals, electronic systems for 
converting and processing signals based on 
computer technology and this means of  radio 
communication and telecommunications . 
The information in these systems is recorded 
either in the form of  a continuous electrical 
signal - an analog form of  information 
coding, or as a sequence of  electrical 
pulses - a digital encoding form. With 
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analog coding, the necessary information 
is transmitted by the corresponding 
amplitude or frequency of  oscillations of  
the continuous electrical signal. In digital 
form, information is expressed in the form 
of  a binary code specified by an electrical 
pulse, for which, for example, the logical 
state "0" corresponds to the absence of  an 
electrical voltage (or current), and the state 
"1" is its presence. Digital codes due to good 
protection from errors and interference, 
high processing speeds in computer 
systems and high transmission density over 
communication channels are prevalent in 
modern information systems.
a. dIsCrete generatIng algorIthms of 
ChaotIC sIgnals formIng

It is well known in the information theory 
that sto chastic signals generated by random 
processes are characterized by the highest 
information capacity. The main problem 
involved in the development of  data car riers in 
digital telecommunications channels is to gen-
erate random binary sequences using a short 
driving key. Mathematical algorithms forming 
pseudorandom number sequences using a key 
must exhibit the follow ing properties. 

(i) The nonperiodic segment of  a 
pseudorandom sequence obtained may have 
an arbitrarily large length. 

(ii) A number sequence must be statistically 
similar to a purely random sample. 

(iii) A random number generator could be 
imple mented using soft hardware so as to be 
applied in a communications channel with the 
corresponding oper ation speed.

Despite the fact that there are numerous 
algorithms of  pseudorandom sequence (PRS) 
generation, binary PRSs are actually produced 
using a recurrent algo rithm. According to 
this algorithm, a recurrence rela tionship and 
certain initial conditions are employed to 
constructaninfinitesequenceeachof whose

terms is determined from the previous ones. 
Binary sequences obtained from recurrence 
relationships are simple to program and 
implement by hardware using high-speed 
multibit binary shift registers. 

Attempted adaptation of  operations with 
real num bers for digital algorithms has failed, 
because the statis tics of  a sequence obtained 
is severely changed upon the replacement of  
a real number by its approximation. Rounding 
off  results in an unpredictable perturbation of  
a generating algorithm, so that the sequence 
obtained becomes no longer statistically 
independent and, hence, random. 

At present, the most widespread method 
of  con structing PRSs is formation of  M 
sequences (sequences with the maximum 
period) using shift registers, when the number 
value at a given instant is determined by lin-
ear relationships weighted (with a code) with 
respect to the previous terms of  the sequence. 
The weighting fac tors are selected so as to 
provide a rapid decrease of  the correlation 
function to values of  about 1/ N , where N is 
the period length of  an M sequence. The most 
sub stantial drawback of  this method is the 
absence of  mathematical tools for constructing 
algebraic polyno mials of  arbitrarily high 
degrees that generate sequences with the 
maximum period. Moreover, infor mation on 
high-degree polynomials suitable for anti noise 
codingisextremelyconfidential.

Well-known classes of  PRSs, both linear 
(M,Hadamard,Gold,Kasami,etc.,sequences)
and nonlinear (Legendre, bent, etc., sequences) 
have certain draw backs and do not meet some 
of  the requirements men tioned above. The 
solution of  the problem can be facil itated 
by using noiselike signals (NLSs) formed by
nonlinear dynamic chaotic systems. Exhibiting 
correla tion properties no worse than those of  
Msequences,suchNLSshavevirtuallyarbitrary
lengths, can form ensembles of  signals with 
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large information content, and are nonlinear, 
which impedes their recognition nec essary for 
subsequent signal reconstruction. 

All known dynamic systems with a small 
number of  degrees of  freedom that exhibit 
dynamic chaos (a strange attractor), such 
as the Lorentz and Rossler attractors, Chua 
systems, and ring systems with delay and pure 
amplitude nonlinearity, do not ensure correla-
tion functions with necessary parameters 
either.
Efficient statistical properties are typical

of  dynamic systems with the dissipative 
(amplitude) and reactive (phase) kinds of  
nonlinearity observed simultaneously. Due 
to the presence of  a nonlinear phase in self-
oscilla tory systems with phase nonlinearity, 
the phase balance and mode synchronization 
are disturbed. During oscil lation chaotization, 
intraspectrum couplings become weaker and 
correlations in the generated signal are split 
more rapidly than in other self-stochastic 
systems. Signals with efficient correlation
properties can be produced in nonlinear ring 
systems with delay that simultaneously exhibit 
the active (amplitude) and reactive (phase) 
kinds of  nonlinearity. A block diagram of  such 
a system can be represented by a ring consisting 
of  three blocks (Fig. 1).

The self-oscillation process in this system 
is described by the complex integral equation 
taking into account the effect of  all functional 
blocks:

ˆˆ( ) ( ) ( ) ,
t

x t g t F T dτ τ τ
−∞

= − −∫  (1)

Introducing rectangular signal filtering and
expanding functions g and F̂  in the orthogonal 
Kotel'nikovseries,Eq.(1)canbemodifiedto
the discrete form:

1
ˆˆ ˆ(1 exp( )) exp( ) ,

zk k N kx h F h x− −= − − + −  (2)

after some algebra. Here,  x̂  = aexp (iφ),
k̂F = F(ak)exp[φk +Φ(ak)], Nz  is the delay 

parameter, and h is the sampling interval 
determined according to the Kotel'nikov-
Shannontheorem[22].Nonlinearfunctions
F(x)andΦ(x) responsible for the amplitude 
and phase transformations govern the 
oscillation stochastization process in the 
dynamic system considered. They may 
appear rather complex depending on the 
type of  nonlinear amplifier. A steep slope 
of  the phase charac teristic with respect to 
the signal value at the nonlinear element 
input guarantees necessary statistical 
proper ties of  the signal. Simulations have 
yielded the system parameters that provide 
for developed chaos of  self oscillations and 
a rapidly dropping signal autocorrela tion 
function (ACF). 

Calculations of  the cross-correlation 
function (CCF) have shown that the CCF 
and ACF exhibit similar behavior, and the 
most pronounced spikes decrease as the 
sample duration increases as / Nα .

There are two possibilities of  producing 
binary sig nals in the process of  realizing 
the new class of  signals used in digital 
communications, which is mainly based 
on binary coding. One method involves 
clipping multi level signals that are calculated. 
Simulations have shown that quantization 
of  a multilevel signal does not deteriorate 
its correlation properties. 

The other method represents direct 
construction of  discrete self-oscillatory 
systems. Thus, in a discrete self-oscillatory 
system, an algorithm of  obtainino 0 a binary 
signal can be described by the relationship

Fig. 1. Model dynamic chaotic system: 1 - nonlinear amplifier; 
2 - delay line; 3 - filter.
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xk = sgn[F(xk-N)] + xk-1,       (3)
which follows from Eq. (2).

Based on the mathematical model of  a 
rino self oscillatory system with pronounced 
amplitudephase nonlinearity, filtering, and
delay, a discrete algorithm generating a chaotic 
signal is developed and investi gated. This 
algorithm is classified as a recurrentpara
metrical algorithm with delay. Generally, this 
algorithm can be represented as the discrete 
functional transfor mation (mapping):
xn = f(xn-1, xn-2, ..., xn-Nz),       (4)
where xn and xn-1 are the PRS term being 
calculated at the nth step and the previous 
term calculated at the (n - l)th step, respectively; 
Nz is the delay parameter equal to the 
number of  the sequence terms on the delay 
interval (xn-1, xn-2, ... , xn-Nz), which completely 
determine new value xnandmustbespecified
as the initial condition at the first step; and
function f(x) describes amplitude and phase 
transformations in the generatino ring self-
oscillatory system operating in the chaos 
mode.DefinedonsetM of  natural integers 
belonoino to a closed number interval [M1, 
M2], where M2 > M1 and M = M2 – M1 + 1, the 
algorithm forms a virtually uncorrelated PRS 
of  integers with a probability distribution 
that is close to uniform and correlation 
characteristics satisfying the requirements of  
coding signals.
The mapping specified by an algorithm

with time delay may bring new value xn out of  
domain of  the algo rithm [M1, M2]. Therefore, 
formula of  the algorithm (4) must be completed 
with a special operation that returns value 
xn of  each calculated term of  the sequence 
to a given number interval when this value 
falls beyond the interval limits. These self-
mappings of  a numerical set (e.g., the baker's 
transformation [14]) are well known. Other 
transformations are also possible. However,
the transformations that do not substantially 

change the distribution of  generated numbers 
must be emphasized. 
B. reConstruCtIon of nonlInear dynamICs 
for a system wIth delay

According to the theorems on nonlinear 
dynamics reconstruction in the space of  
embeddings[23],thereisaonetoonefinite
dimensionalmapping for anoriginal infinite
dimensional systemwith delay.However, the
theorems on nonlinear dynamics reconstruction 
do not provide for a general method that can 
be applied to construct finitedimensional
diffeomorphic mappings. Using the method 
of  nonlinear dynamics reconstruc tion, one can 
determine the minimum dimension of  a new 
dynamic system, which may exceed the fractal 
dimension of  an original chaotic attractor by a 
factor greater than two.

To develop discrete mathematical 
algorithms (based on self-oscillatory systems 
with delay) for forming wideband chaotic 
signals, one has to find a finitedimensional
representation of  strongly unbalanced 
nonlinear dynamics. We consider dissipative 
dynamic systems such that their initial volume 
in the phase space is contracted. An important 
feature of  dissipative sys tems with delay is the 
convergenceof boundedtrajectoriestofinite
dimensional manifolds in the original phase 
space with a quadratic metric [25].
In infinitedimensional dynamic systems

withdelay,chaoticattractorshaveafinitefractal
dimension [26]. The method of  nonlinear 
dynamics reconstruction provides for finite
dimensional description of  finite trajectories
on an original chaotic attractor [24].

The behavior of  numerous dynamic 
systems with delay is determined by the general 
firstorderdifferentialequation:
dx(t)/dt=Ф[х(t); x(t – Т); µ],      (5)
whereΦisanonlinearoperator,Τisthedelay
time, and μ is the control parameter. Each
state of  dynamic system (5) is specified by
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continuous trajectory xk(τ) on the kth time 
interval, t = kT+τ(0<τ≤T),of lenghtT. The 
set of  all chaotic trajectories xk of  length T 
represents attractor M(T) = {xk} in infinite
dimensional phase space L2 (T) of  the original 
system (5).

In space of  continuous functions L2(T), let 
us introduce a root-mean-square (rms) metric 
and define the distance between arbitrary
functions as 

( , ) .k m k mx x x xρ = −  (6)

The norm of  each function is assumed to be 
bounded.

An important feature of  a dissipative system 
with delay is the convergence of  bounded 
trajectories to finitedimensional manifolds
in original phase space L2(T) with a quadratic 
metric.

Let compact manifold MD of  an integer 
dimension (DC) contain chaotic attractor M(T) 
= {xk} with fractal dimension D≥DC. Then, 
according to the embedding theorem, chaotic 
attractor M(T) = {xk} can be projected onto 
subspace MN with the embedding dimension 
N≥2D + 1 by a one-to-one mapping  [27].
In a finitedimensional form, motions

on a chaotic attractor can be described in 
reconstruction space M2D+1 using N = 2D+1 
newdynamicvariables.Tofindthesevariables,
we employ the well-known procedure of  
orthogonally projecting continuous functions 
ontofinitedimensionalsubspaces[28].
If  basis {φi(τ); i = 1, 2, ..., N} consisting 

of  orthonormal functions (for example, 
weightingfunctionswithashiftonafinitetime
interval T) is chosen in L2(T), the time shift for 
neighboring basis functions is determined by 
the ratio of  the delay time in the system to the 
embedding dimension:
Δτ=T/(2D + 1)         (7)

Let us construct linear functional subspace 
M2D+1 spanned over system of  basis functions 
{φi}. Orthogo nal projection of  chaotic 

functions {xk(τ)} belonging to L2(T) onto 
subspace M2D+1 yields:

2 1

1
( ) ( ) ( ).

D

k k i
i

x x iτ ϕ τ
+

=

= ∑  (8)

Here, numerical coordinates xk(i) of  
function ( )kx τ  developed in system of  basis 
functions{φi(τ);i = 1, 2, ..., N} are represented 
as the scalar product:

0

( ) ( , ) ( ) ( ) .
T

k k i k ix i x x dϕ τ ϕ τ τ= = ∫  (9)

According to the Takens theorem on 
nonlinear dynamics reconstruction [24], 
representative function . ( )kx τ  is a one-to-one 
projection in space M2D+1 for original chaotic 
function xk(τ).

Set of  numerical coordinates {xk(1), xk(2), 
xk(2D + 1)} determines (2D + 1)-dimensional 
vector Xk in reconstruction space 2 1D+ℜ .
Being specifiedby scalarproduct (9)with

weighting functions {φi}, the coordinates 
of  vector Xk = {xk(i)} generally differ from 
samples of  a chaotic trajectory. Numerical
coordinates (9) can be calculated using 
orthogonal development (8) in basis functions 
{φi}definedonafinitetimeintervalT, which 
requires con siderable computational effort. 
However,dimension(2D + 1) of  reconstruction 
space 2 1D+ℜ  is the minimum one according to 
the Takens reconstruction theo rem [24].

The coordinates of  vector Xk = {xk(i)} 
are deter mined at discretization interval (7) 
equal to the ratio of  delay time T in dynamic 
system (5) to the embedding dimension 
(2D + 1). Expression (7) specifies themaxi
mum discretization interval involved in the 
finitedimensional representation of  original
trajectories xk(τ).Here,D is the dimension of  
a compact set con taining the original chaotic 
attractor for dynamic system (5).

Thus, lower boundary N of  the embedding 
dimen sion is found using the reconstruction 
methods of  non linear dynamics:
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N = 2D + 1.                 (10)
This boundary is greater than double fractal 
dimension D,. of  the chaotic attractor [29]. 
The value of  the mani fold dimension (D≥
DC) is the nearest integer-valued complement 
for fractal dimension DC of  the chaotic 
attractor. Maximum discretization interval 
ΔτisdeterminedbythelowerboundaryN = 
2D + 1 for embed ding dimension according 
to formula (7). This result is of  practical 
importance for constructing discrete 
math ematical models. Finite-dimensional 
nonlinear algo rithms provide for one-to-one 
description of  chaotic infinitedimensional
dynamic system with delay (5) if  their 
dimension is greater than the double fractal 
dimension of  the original chaotic attractor.
C. synthesIs of a ChaotIC Code set

Identifying transmitted messages by a native 
chaotic code formed of  m initial conditions for 
the chaotic trajectory
Х0 = {x0(h), x0(2h), ... , x0(mh)}T     (11)
enables one to realize code division and code 
address ing for all users in a telecommunications  
network.

The processing gain of  a chaotic signal 
is the num ber of  discrete samples n used 
to transmit one bit of  use ful information. 
During data transmission, chaotic sig nal 
processing gain n may have an arbitrary value 
rela tive to embedding dimension m. Actually, 
thechaoticsignalprocessinggainisspecified
by the data transmis sion rate and duration h 
of  a single elementary symbol contained in a 
chaotic code. Chaotic signal processing gain n 
is an important parameter. It determines the 
actual information content of  a chaotic signal 
system and characterizes the noise immunity 
of  a spread-spec trum communications 
system.

A large ensemble of  chaotic binary 
codes is formed using the following simple 
mathematical algorithm

1

[ ( )],
(1 exp( )) [ ( )] exp( ) ,

k k

k k m k

y sign F x
x h sign F x h x− −

=
= − − + −

 (12)

which enables one to calculate chaotic 
processes in a highly unbalanced system with 
delay [19]. 
Here, parameter h denotes the sampling 

step in the Kotelnikov-Shannon theorem and 
integer m determines the number of  samples 
on the delay interval in system (12), which 
represents the embedding dimension for a 
set of  chaotic codes according to the Takens 
theorem on nonlinear dynamics reconstruction 
[24].

In a wide sense, coding is considered to 
mean data representation in a form suitable 
for transmission over a communication 
channel. The coding procedure involves one-
to-one representation of  transmitted data 
by n-dimensional signals of  n-dimensional 
redundant set Mn. The power of  set Mn, or the 
number of  code sequences of  duration n, is 
determined by the quantity C = bn, where b is 
the code base.

Chaotic code sequences are formed using 
the nonlinear algorithm with retarded argument 
described by (12). In a given domain of  control 
parameters, generating algorithm (12) exhibits 
strongly unbalanced chaotic dynamics. Each 
message is transmitted via a unique chaotic 
code combination of  n binary symbols, which 
is never repeated.

In original space Mn, the distance between 
arbitrary binary codes Yk = (y1k, y2k, ... , ynk ) and 
Yl = (y1l, y2l, ... , ynl) is specifiedbyHamming
metric d(Yk, Y1), indicating the number of  
symbol mismatch positions for a fixed pair
of  codes. Synthesis of  a system of  optimum 
chaotic codes involves choosing subset Un out 
of  entire set of  chaotic codes Mn. The number
D = mind(Yk, Yl),      (13)
where function d(Yk, Y1) is minimized over 
distances between the codes of  subset Un, is 
referred to as the code distance of  subset Un. 
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The code distance of  subset Un is the distance 
between the two closest code sequences.

Chaotic codes Yk = (y1k, y2k, ... , ynk ) of  large 
length n are not replicated. The analysis of  a 
chaotic code set shows that the code distance 
of  the entire set increases with the code length 
and approaches half  its value [30]. 

Long chaotic codes are distributed over 
theHammingspaceso that theyarevirtually
equally spaced by half  a code length. Mutual 
dispersion of  chaotic codes is caused by local 
instability and subsequent mixing of  chaotic 
trajectories in an original dynamic system 
with delay whose behavior is described by (5). 
Quasi-equidistant distribution of  long chaotic 
codes indicates that the code group properties 
approach the properties that are optimum in 
termsof theHammingmetric[30].

Chaotic code yk is completely reproduced 
in a receiver when m initial sample values are 
exactlyspecifiedtostartgeneratingalgorithm
(12).Evenasmallerrorinspecifiedinitialsample
values results in the exponential divergence 
of perturbed and specified trajectories.After
a short time interval, the perturbed code 
becomesentirelydifferent from the specified
one and, therefore, cannot be used to recover 
transmitted data. The set of  m initial samples 
exactly specified determines the subscriber's
identifierandrepresentsakeytoconfidential
data recovery.

Thus, theoretical investigations and 
simulation of  systems with chaotic 
dynamics can facilitate development of  
novel information technologies providing 
for information resource security. Chaotic 
algorithms can be simulated to construct a 
largesystemof complexNLSs,characterized
by a high processing gain, or chaotic key codes. 
Dynamically varying chaotic codes make it 
impossible to disclose information resources 
of  open telecommunications systems in real 
time. Development of  discrete mathematical 

models can also provide for a fundamentally 
new technology of  cryptographic closing of  
information resources.

3. WIDEBAND TELECOMMUNICATIONS 
SYSTEMS BASED ON DISCRETE 
CHAOTIC ALGORITHMS
Telecommunications systems of  the new 
generation, employing wideband signals 
(WBSs) with a large information capacity, 
ensure an increase in the information rate 
and exhibit enhanced performance stability 
in the presence of  disturbances [31, 32]. 
Information transmission over multichannel 
code-division systems, wireless spread-
spectrum communications systems, etc., use 
WBSs.Radiationof NLSsthataretemporally
continuous and have an extremely low spectral 
density enables one to receive information at 
a signal-to-noise ratio much less than unity, 
provides for multipath mitigation, reduces the 
effect of  numerous types of  interferences, and 
guarantees high-level communication security 
and electromagnetic compatibility with other 
electronic devices.

Designing of  narrowband digital 
communications channels is impeded by 
the necessity of  compromising between 
contradictory requirements. Multiuser 
communications systems must provide for a 
necessaryspectrumefficiencymeasuredinbits
per second for one hertz. Highquality data
transmission necessitates applying high-speed 
coders and a coding method that guarantees 
error detection and correction. These 
requirements imply that redundant information 
must be introduced into transmitted data, 
which even increases the channel bandwidth.

Currently, development of  alternative 
wideband and ultrawideband personal wireless 
channel is in progress. A spread spectrum is 
obtained with nonsinusoidal signals, such as 
noiselike carriers, ultrashort video pulses, etc.
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Because of  the current explosion of  
multichannel autonomous communications 
and code-division data transmission systems, 
theproblemof producingNLSsystemsstillis
extremely urgent. A set of  signal determined 
by a single construction rule (algorithm) is 
referred to as a signal system. The number of  
signals in system L is called the system size, 
whichistypicallycomparedtoNLSprocessing
gain B, equal to the band-width-duration 
product: B=ΔfT,whereΔf and T are the signal 
bandwidth and duration, respectively. At L<< 
B, L ≈B, and L >> B, the system is referred 
to as a small, normal, or large signal system, 
respectively. Construction of  large systems 
of  phasemodulated (FM) NLSs with good
correlation properties is a challenging task 
[32].)

The most widespread modem method of  
producingNLSsinvolvestheformationof M 
sequences based on shift registers with linear 
feedbacks.
ItiswellknownthatNLScommunications

systemsareefficientwhentheyemploysignals
exhibiting certain features summarized below.

(i) The signal must be wideband; i.e., B = 
ΔfT >> 1.

(ii) The noise spectral density must be 
uniform over the communications channel 
bandwidth. 

(iii) The signal ACF must have a single 
narrow peak and low side spikes.

(iv) The signal must form code sequences 
satisfying the following criteria for randomness: 

(a) the code must be balanced; i.e., the 
numbers + 1 and -1 must coincide; 

(b) the probability of  a block consisting 
of k identical symbols must be close to l/2k 

(for a binary code). This criterion resembles 
the requirement for the absence of  excess 
with respect to the Gaussian distribution in a 
multilevel signal.

(v) The signal must the reproduced at 
the receiving terminal of  a communications 
system. 

(vi) The signal system must consist of  signals 
having (a) equal energies and equal bandwidths 
and exhibiting (b) low cross correlation.

In addition, some more requirements can be 
formulated.Thus,theHammingdistancemust
have the maximum value in the signal space, 
and the algorithm must be simple enough to 
reduce computational effort.

This traditional set of  nontrivial 
requirements, for brevity, referred to as 
good statistical and correlation properties, is 
implementedinpartincurrentNLSsystems.
a. formatIon of a noIselIke CarrIer 
In spread-speCtrum CommunICatIons 
systems 
In recent years, interest in wideband and 
ultrawide-band data transmission methods 
hassubstantiallyincreased.Havingastructure
suitable for discrete sig-nal transmission, 
wideband communications channels are digital 
systems. Wideband wireless considerably 
differs from traditional communications 
systems in properties and technological 
implementation, since it employs signals 
having a bandwidth much greater than the 
bandwidth of  a transmitted message and uses 
data reception techniques based on signals of  
various shapes matched with the shape of  a 
transmitted signal. With these systems, all 
users employ a single frequency band, which 
is wider than that with traditional narrow-band 
frequency-time-division communications sys-
tems.Ineachlocalloop,itsownidentification
code or code sequence is applied to distinguish 
betweenusers.Inaspecifiedfrequencyband,
a desired signal arrives at an individual user's 
receiver simultaneously with stan-dard natural 
interferences and disturbing signals radi-ated 
by transmitters of  other subscribers as well as 
reflectedsignalsduetomultipathpropagation
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effects. Complex electromagnetic environment 
within the cov-erage of  telecommunications 
systems imposes additional severe requirements 
on the system of  pseudoran-dom signals 
involved in coding and data transmission over 
communications channels. The ensemble of  
code sequences used by various systems or a 
single multi-channel system must exhibit good 
cross-correlation and group properties [32].

In designing code division multiple access 
(CDMA) systems, it is important to properly 
choose mathemati-cal algorithms generating a 
large ensemble of  PRSs that exhibit necessary 
statistical and spectral properties and good 
auto- and cross-correlation characteristics. 
Spe-cial demands for size must be met by the 
ensemble of  orthogonal PRSs to provide for 
stable and simultaneous multiuser service within 
the common spatial coverage. Mathematical 
algorithms must generate a variety of  long 
statistically independent pseudorandom codes 
of  an extremely intricate structure to guarantee 
data trans-mission security. 

The use of  WBSs in data transmission 
systems offers the following important 
advantages. 
(i) Highly reliable signal reception is

ensured at an interference power considerably 
exceeding the signal power within the signal 
bandwidth. 

(ii) Interference immunity to certain kinds 
of  jam-ming and pulse and narrowband 
interferences is enhanced. 

(iii) Signal resolution is enhanced, and, 
hence, the efficiency of  a communications
system is increased in the presence of  the 
multipath propagation effect. 

(iv) The possibility of  developing 
asynchronous multiaddress CDMA systems 
for subscribers using a common frequency 
band is provided. 

(v) The possibility of  developing data 
transmission systems such that direction 

finding and radiation source tracking are
impeded is provided. 

As a rule, WBSs are formed by expanding 
the infor-mation signal bandwidth and ( or) 
spreading the carrier spectrum. The signal 
bandwidth is usually expanded through carrier 
modulation so that the bandwidth of  the 
modulated signal is wider than that of  the 
modulating function. A frequency-modulated 
signal with a large modulation index is a typical 
example of  an expanded-bandwidth signal. 

Digital signals with additional antinoise 
coding also have expanded bandwidths, since 
the presence of  redundant symbols introduced 
atafixedinformationratenecessitatesreducing
the duration of  each symbol. In this situation, 
the bandwidth of  a transmitted coded 
signal is expanded. Note that simple binary
redundant coding complicates the structure 
of  an information sig-nal (especially in the 
case of  highly redundant codes) but does not 
substantially expand an occupied band-width. 
A significant drawback of  systems with

bandwidths simply expanded via analog carrier 
modulation (when an information signal is 
modulatedonacarrier)isthattheyareefficient
only at a high signal-to-noise ratio observed 
across the bandwidths of  transmitted and 
received signals.

This is not the case for spread-spectrum 
signals. Such signals are formed through 
modulating a special function on the transmitted 
oscillation. This function spreads the spectrum 
and is independent of  a transmit ted message. 
As a rule, complex spread-spectrum sig nals 
occupy a bandwidth that is wider than the 
band width expanded using the information 
signal. A com plex spread-spectrum signal can 
be obtained via amplitude, phase, or carrier 
frequency modulation. Spectrum-spreading 
function must be the same for the transmitter 
and receiver to ensure the inverse transfor-
mation (convolution) of  the spectrum. 
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During this pro cedure, the received signal is 
demodulated and filtered over the message
bandwidth. 
An efficient spectrumspreading function

must sat isfy certain requirements imposed on 
the signal band width, receiver structure, and 
data transmission tech nique. The spectrum-
spreading function must be deter ministic. It 
must have a wide uniform noiselike spectrum 
(large processing gain) and, hence, a rela tively 
large duration and narrow ACF with low side 
spikes. The ensemble of  various spectrum-
spreading functions employed by various 
systems or a single mul tichannel system must 
exhibit good cross-correlation properties. 

A spectrum-spreading function may be 
analogordiscrete.However,digital(leveland
time-quantized) spectrum-spreading functions 
are most promising for forming WBSs. These 
functions are obtained using dig ital code 
sequences. Sometimes, the spectrum and sig nal 
bandwidth can be expanded simultaneously, for 
example, when a spectrum-spreading function 
is com bined with digital antinoise coding of  
messages by restoring codes. 

Spread-spectrum signals are divided into 
coherent and incoherent ones. For example, 
an amplitude-modu lated radio pulse burst 
represents an incoherent spread spectrum 
signal. In this case, information is transferred 
by the amplitude, and the pulse sequence 
spreads the spectrum. Another example is a 
signal with pseudoran dom frequency hopping 
(random frequency hopping from one 
frequency channel to another). Complex inco-
herent signals are characterized by the ratio 
of  the sig nal bandwidth to the information 
bandwidth ( or the information rate). This ratio 
serves as an equivalent of  the processing gain 
for incoherent signals and deter mines the gain 
in noise immunity when WBSs are detected in 
the presence of  noise.

Complex coherent signals are superior to 
incoherent spread-spectrum signals in most 
characteristics. However, incoherent signals
are simpler for designing both receivers and 
transmitters (modulators). During recep tion 
and processing of  a coherent WBS in the 
optimum receiver, a signal with the processing 
gain B >> l is compressed to a simple 
information signal with the pro cessing gain 
B≈l.Timeandfrequencycompressedsignals
are applied. As a rule, the limiting time- and 
fre quency-compression ratios coincide, being 
equal to the signal processing gain. Physically, 
a signal is com pressed by summing all of  the 
signal spectral compo nents and compensating 
the differences between their phase shifts, 
i.e., by coherent summation of  all the sig nal 
spectral components. After compression, a 
complex signals is transformed to a simple 
one ( with the pro cessing gain B ≈1)whose
bandwidth is about that of  the message 
transferred by this signal. The limiting com-
pression ratio is obtained only in the optimum 
receiver perfectly matched with the signal. 

The basic properties of  a complex 
spread-spectrum signal are determined by 
the properties of  the modulat ing (spectrum-
spreading) oscillation rather than the method 
of  carrier modulation. The ACF of  the spec-
trumspreading oscillation governs the final
bandwidth of  a complex signal and uniformity 
of  its spectral den sity across the bandwidth. 
High occupation of  the radio frequency

band and the necessity of  secure and 
antinoise communications have stimulated 
development of  novel communications sys-
tems involving pseudorandom WBS coding. 
With these systems, all subscribers employ a 
single frequency band, which is much wider 
than that employed with tra ditional frequency-
division communications systems, but each 
subscriber uses his own identification code
or code sequence. Standard interferences 
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and fluctuation noise arrive at the input of 
an individual subscriber's receiver along with 
the signals of  other subscribers and signals 
due to multipath effects. This circumstance 
necessitates imposing additional requirements 
on signal systems involved in information 
coding and transmission over these code-
division communication channels.

It should be emphasized that extremely 
long nonpe riodic PRSs are preferred in coding, 
which enhances transmitted data security and 
impedes decoding [31, 32]. The choice of  the 
form of  PRSs is of  considerable importance 
for developing a CDMA system. The PRSs 
employed must exhibit good statistical and 
correlation characteristics and a wide variety 
of  lengths providing for ensembles of  signals 
transferring a large informa tion content. In 
addition, their structure must be extremely 
intricate, ensuring high security of  transmit ted 
information.

At present, all of  the requirements 
mentionedabovearemostcompletelysatisfied
by chaotic algorithms describing the behavior 
of  dynamic systems. These algorithms, based 
on nonlinear procedures with delay, offer 
the following advantages. They are simple to 
implement in soft hardware. Only a limited 
set of  initial data uniquely determining the 
algorithm start is neces sary for synchronization. 
Theuseof noiselikechaoticsignals(NCSs)in
wireless communications systems enhances 
noise immunity and reliability of  data trans-
mission in the presence of  interferences and 
distortions and enables one to develop a new 
approach to the solution of  problems of  
electromagnetic compatibility of  various radio 
facilities. 

Operation in the presence of  interferences 
produced by other code groups in the 
same frequency band is typ ical of  CDMA 
systems. Therefore, designing of  CDMA 
communications systems necessitates the 

development of  generating algorithms that 
enable one to construct large signal systems 
and investigation of  statistical and correlation 
properties of  these signals.
B. formatIon of a noIselIke CarrIer

A noiselike-carrier wireless channel can be 
formed when, at the transmitting terminal, a 
spectrum-spread ing chaotic pulse sequence 
generated by a chaotic algo rithm is modulated 
on a microwave sinusoidal signal and then 
demodulated at the receiving terminal. Phase 
modulation is the most efficient method of 
spectrum spreading. It is realized by a phase 
modulator (a device that changes the phase 
shift of  a transmitted signal). Phase modulators 
canbe classified as follows: according to the
principle of  operation, into continuous (ana-
log) and discrete (digital); according to the 
type of  con nection to the external circuit, into 
reflective and transmissive (with time delay);
andintopassive(withoutsignalamplification)
and active (with signal amplification). Phase
modulators applied in wideband communi-
cations systems must ensure a necessary phase 
shift at minimum loss; a high performance 
speed; low extrane ous modulation; oscillation 
phase modulation at an admissible power 
level across a necessary bandwidth; good 
matching with the microwave section; and 
stable parameters at a variable input power, 
microwave sec tion characteristics, and control 
signal voltages. In addition, these phase 
modulators must be of  a small size and mass.

In digital communications channels, a wide 
bandwidth is most efficiently provided by a
biphase modu lator, which realizes two states 
corresponding to the absence of  a phase 
shift (zero shift) and the π phase shift (a π
modulator). Standard microwave phase mod-
ulators use a discrete variation of  the length of  
the trans mission line between the modulator 
input and output caused by a control pulse. 
Thus, if  the input pulse changes the line length 
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by λ/2 (λ is the wavelength in the line), the
output oscillation phase changes by π (the
phasemodulationindexisΦ=π/2).Discrete
variation of  the line length is obtained using 
switching elements, such as most frequently 
applied p-i-n diodes. An advantage of  these 
circuits is that they do not necessi tate employing 
circulators and bridge networks, which are 
difficulttomanufactureandtune.

It is known that the spectral distribution 
of  FM oscil lations is much more intricate than 
that of  amplitude modulated (AM) oscillations. 
For the sinusoidal modu lation, FM oscillations 
are described by the formula

( ) ( )sin( ) .nX t A J n tϕ ω
+∞

−∞

= + Ω∑  (14)

It is seen that the FM oscillation spectrum 
consists of  a carrier component at frequency 
ω(n = 0) with ampli tude AJ0(φ) and an
infinite number of  side components located
symmetrically with respect to the carrier 
on both sides of  it at frequencies (ω± nΩ)
with amplitudes AJn(φ). However, the only
noticeable contributors are components with 
amplitudes comparable to AJ0(φ).SinceBessel
functions rapidly decrease as n increases at 
given argument φ, inmost cases of  practical
impor tance, the truncated series with only the 
firsttermsretainedcanbeused.However,for
signals with a high modulation index, the series 
terms with the numbers as large as n = 10 are 
substantial contributors, because the amplitude 
distribution does not allow their neglect. 

When a nonsinusoidal and nonperiodic 
signal is modulated on the carrier, the spectral 
distribution becomes much more complicated.

 An FM signal with sinusoidal carrier at 
frequency fo and step phase variation can be 
represented in the form

0
1

( ) sin 2 [ ( 1) ];

0 ,

k

N
j

k
X t A f t k T

t T

π
=

= + ∆ −

≤ ≤ ∆

∑  (15)

where A is the amplitude, f0 is the carrier 
frequency,ΔT is the duration of  the modulated 
sinusoid section equal to an integer number of  
sinusoidal signal half periods, and parameter jk 
takes on the value of  zero or unity according 
to the code sequence which determines the 
step(±π)variationof thecarrierphase.

With the modulation described above, the 
operating bandwidth is substantially expanded. 
In the vicinity of  the main maximum, the form 
of  the FM signal resem bles the sinusoid half-
period with the maximum at car rier frequency 
f0. The spectrum width is determined by 
duration of  the modulated sinusoid section 
ΔT and equals f0/n, where n is the number of  
carrieroscillationperiodsinintervalΔT. 

With the periodic function modulation, 
signals have line spectra. With the discrete 
noiselike signal modula tion, the signal has 
a continuous spectrum whose width is 
determined by the maximum (clock) frequency. 

The inverse transformation of  the FM 
signal to the pulse form is performed through 
calculating the CCF of  the recorded signal 
and X(t). In the absence of  frequency and 
phase distortions of  the recorded signal, the 
correlation transformation yields an FM signal 
whose form coincides with the ACF of  the 
transmitted signal.
C. ChaotIC algorIthms produCIng 
speCtrum-spreadIng funCtIons 
It has been shown that an NCS produced
by a dis crete chaotic algorithm meets all 
of  the following requirements necessitated 
by spectrum spreading and formation of  a 
noiselike carrier: this signal is wideband; it has a 
large processing gain and uniform spectral den-
sity over the transmission channel bandwidth; 
its ACF has a single narrow peak and low 
side spikes; and the signal can be completely 
recovered in the receiving device, which is 
needed for correlation processing. In addition, 
codesequencesof NCSssatisfythecriteriaof 
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randomness. The ACF characteristics of  both 
abinaryandtransformedbinarysignalsfitthe
correlation prop erties of  binary sequences. 
The statistical characteristics of  NCSs

resemble those of  a Gaussian process, which 
is an important qualitative factor ensuring 
structure hiding of  a desired signal in the 
presence of  noise often having the normal 
distribution. This circumstance guarantees 
high noise immunity. The structure of  an 
M sequence is usually recovered using its 
difference from a normal random process. 

Evaluation of  the size of  a signal system 
showsthatNCSsofferpromiseinconstructing
large signal sys tems guaranteeing extremely 
efficient energy and structure hiding.
Dynamically variable chaotic codes make it 
impossible to disclose information resources 
of  open telecommunications systems in real 
time, thus ensuring high-level security and 
noise immunity.

d. a spread-speCtrum CommunICatIons 
system Based on ChaotIC BInary Codes 
A microwave model radio terminal for a 
wideband spread-spectrum communications 
system is developed and experimentally 
investigated. The model incorpo rates a bridge 
phase shifter producing thefixedphase shift
φ=π.Thepropertiesof thecommunications
chan nel were investigated using an 
elementary model dou ble-terminal wideband 
communications channel with a noiselike 
carrier. The model included a digital genera tor 
forming a chaotic pulse sequence, a microwave 
microstrip phase modulator-demodulator, and 
horn antennas. The channel was assumed to 
consist of  trans mitting (a phase modulator 
ensuring spectrum spread ing) and receiving 
(a demodulator, which is a convolv ing device 
applied to recover the carrier) units. Special 
interferences were not introduced into the 
channel, and it was assumed that a microwave 
signal is transferred from the transmitter to 

receiver during a time interval much shorter 
than the pulse duration. 

The block diagram of  the model noiselike-
carrier communications channel (Fig. 2) contains 
a microwave sinusoidal signal oscillator (1), digital 
generator of  a chaotic coding sequence (2), phase 
modulator (3), phase demodulator (4), spectrum 
analyzer (5) con nected to various points of  the 
circuit, discrete delay unit (6), and horn antennas 
(7).

The digital generator produced a chaotic 
code sequence modulated on a microwave 
signal. The exper iments on demodulation 
of  this microwave signal were performed in 
the coherent mode; i.e., the modulator and 
demodulator were assumed to be completely 
synchro nized. This situation was actually 
provided by modulat ing signals simultaneously 
applied to the modulator and demodulator 
units. 

The spectrum of  the communications 
channel was spread using a wideband phase 
modulator based on a microwave bridge phase 
shifterproducingafixedphaseshiftequal to
φ=π/2,π/4,π/8,orπ/l6.Thephaseshifting
sections of  the microstrip line were switched 
by high-frequency p-i-n diodes with a small 
relaxation time (no more than 5 ns). The range 
of  the modem oper ating frequency exceeds 
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channel: (1) microwave sinusoidal signal oscilla tor, (2) digital 
generator of  a chaotic coding signal, (3) transmitting terminal phase 
modulator, (4) receiving ter minal phase demodulator, (5) spectrum 

analyzer, (6) dis crete delay unit, (7) horn antennas.
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an octave. In the phase shifter, p-i-n diodes 
are controlled by chaotic binary codes that are 
formed by a programmable digital processor 
according to a developed mathematical 
algorithm. For each subscriber, his own 
chaotic code is programmed by choosing an 
N-dimensional vector of  initial samples. The 
multidimensional digital array specifying the 
vec tor of  initial samples is the subscriber's 
identification parameter. A programmable
coder forming individual chaotic codes is 
developed using high-speed program mable 
logic matrix (PLM) technology.

Transmitted digital information can be 
introduced into a communications channel 
via either frequency modulation of  the 
microwave carrier or variation in the phase of  
a coding signal. The spectrum of  an FM signal 
transferring information is spread at the signal 
carrier frequency by the phase modulator 
incorporated in the transmitted modem 
circuit. The signal that contains an information 
component and is radiated by the transmit-
ter has a continuous noise spectrum (Fig. 3a). 
Most of  its energy corresponds to the part of  
thespectrumlyinginthebandwidthΔf  =  2FT. 
Clock frequency FT of  cha otic binary codes 
is governed by the frequency synthe sizer 
incorporated in the modem. In the experiment, 
FT = 1MHz. The informationmessage is a
sequence of  binary symbols represented by 
currentpulsesataclockfrequencyof 20kHz.

Dimension N of  the number identifier or
vector of  initial samples is N > 7. This important 
requirement of  the generating algorithm ensures 
stable multimode chaos providing for good 
correlation and statistical properties of  the 
codes formed. The transmitted WBS with an 
information component has a continuous noise 
spectrum, and its structure virtually coincides 
with that of  a random process with the same 
bandwidth. 

The coder digital processor can operate in 
the cyclic and aperiodic modes. In the cyclic 
mode, chaotic codes are replicated at a given 
period. In the aperiodic mode, the digital 
processor generates a continuous sequence of  
unreplicated chaotic symbols. This method can 
be applied to realize dynamic code escape during 
the entire time interval of  data transmission. 
According to Shannon's results [31], the 
developed system of  data transmission based 
on dynamic code escape makes it impossible to 
cryptographically disclose messages. 

In the receiver, information is recovered 
after the relative delay of  the received and 
reference codes is eliminated and the WBS 
is frequency-compressed. In the experiment, 
data are transmitted via continuous generation 
of  nonperiodic sequences with dynamic code 
escape. In the receiver, the chaotic binary 
code is replicated by the digital processor 
according to the gen erating algorithm, the 
Ndimensional number identifier (or vector
of initialsamples)beingspecifiedexactly.The
inverse transformation of  the received FM 
signal is performed by the phase demodulator, 
which recovers the signal phase using a chaotic 
code replica as a refer ence signal. The received 
signal can be frequency-com pressed only when 
the delay of  the received and refer ence codes is 
within the duration of  a single clock cycle. The 
efficiency of  this procedure is illustrated by
power spectra of  the decoded signal (Figs. 4a, 
4c-4f). Fig. 4c represents the signal spectrum at 
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Fig. 3. (a) Code signal spectrum spreading in the transmitter 
and (b) signal coherent frequency compression in the receiver f0 = 

2600MHz.
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Fig. 5. Block diagram applied to investigate noise immunity of  a model 
noiselike carrier terminal: (1) and (2) signal and interference microwave 
oscillators; (3), (4), and (5) phase modulators; (6) and (7) coders, (8) 
microwave summator; (9) variable delay line; (10) and (11) transmitting 

and receiving antennas; and (12) spectrum analyzer.

the demod ulator output for the synchronized 
received and refer ence codes in the absence 
of  code delay, τ = 0. The recovered signal
spectrum contains an information component 
similar to the FM signal spectrum at the output 
of  the information modulator incorporated 
in the transmitter (Fig. 4b). In the absence 
of  active interfer ences, the intensity of  
information components exceeds the receiver 
noise and incidental components with the 
clock frequency FT=1MHzbyalmost40and
35 dB, respectively. 

At the duration of  a single symbol T = 1/FT 
=1µs,referencecodedelayτequaltoonly0.1T 
reduces the information spectral component 
by 14 dB down to 26 dB with respect to the 
noise pedestal (Fig. 4d). At the reference 
code delay τ = 0.5T (Fig. 4f), the informa-
tioncomponentvirtuallyvanishes.Asdelayτ
increases, the levels of  the noise pedestal and 

incidental spectral components at frequencies 
that are multiples of  FT increase because of  the 
incompletely convolved received signal. When 
the reference code delay exceeds the duration 
of asingleclockcycle,τ>T, the informa tion 
component cannot be detected against the 
back ground noise and it is impossible to recover 
transmitted information. Our experiment of  
data transmission with dynamic chaotic code 
escape has shown that useful information can 
beefficientlyrecoveredonlyatasmalldelayof 
thereferencecode,τ<0.5T. The experiment 
on data transmission in a communications 
system with spread spectrum and dynamic 
code escape has revealed the necessity of  exact 
synchronization of  the reference code in the 
receiver.

We experimentally investigated the noise 
immunity of  a model noiselike-carrier radio 
terminal. In the model, information was 
transferred by binary chaotic signals. The 
schematic of  the experimental setup is pre-
sented in Fig. 5, where 1 and 2 are microwave 
signal and interference oscillators, respectively; 
3, 4, and 5 are phase modulators PM1, PM2, 
and PM3; 6 and 7 are cod ers; 8 is a microwave 
summator; 9 is a variable delay line; 10 and 
11 are microwave transmitting and receiv-
ing antennas; and 12 is a spectrum analyzer. 
The coders produced chaotic signals of  the 
class described above according to one of  the 
possible algorithms.
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Fig. 4. Signal spectrum transformation during transmission over a 
communications channel: (a) information FM signal spectrum; (b) 
the spectrum of  a transmitted signal with a code-spread spectrum 
and an information component; (c) the recovered signal spec trum 
upon demodulation under complete synchronization; (d) spectra of  
the recovered signal with an information component obtained at the 
reference chaotic code delay τ= 0.1T, (e) 0.3T, and (f) 0.5T, where 

T is pulse repetition interval of  the coding sequence.
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The spectrum of  the signal transmitted 
from micro wave oscillator 1 was spread using 
microwave modem PM1 (3). A microwave 
signal at center frequency Fc arrived at the 
input of  the modem, which was controlled 
by a binary chaotic pulse sequence produced 
by coder 6. As a result, a noise signal with a 
continuous spectrum was observed at the PM1 
(3) output. 

In the experimental determination of  
noise immu nity, two kinds of  interferences 
were employed: a sinu soidal interference 
whose frequency was close to the transmitted 
microwave signal and a wideband interfer-
ence which was spectrum-matched with the 
transmitted signal. The wideband interference 
was produced by microwave modem PM2 (4). 
Modem 4 was controlled by independent coder 
7 having the same clock fre quency as coder 6 
of  the transmitter. The coding sequences of  
coders 6 and 7 are time-uncorrelated. The 
experiment was performed with synchronized 
coding sequences of  the transmitter and 
receiver modems. Syn chronization was 
provided by variable delay line 9. Backward 
coherent frequency compression of  the 
received signal was performed by modem 5 
incorpo rated in the receiver. 

The excess of  the convolved signal at the 
output of  receiver 12 over the background 
noise, depending on the receiver input signal-
to-noise ratio, served as a cri terion of  noise 
immunity. 

In the presence of  a narrowband 
interference, the total spectrum of  the signal 
and interference at the receiver input coincides 
with the wideband noise spec trum that is 
continuous across a certain bandwidth and 
corresponds to the received spread-spectrum 
signal whose level is below that of  the sinusoidal 
interference. Decoder PM3 convolves and 
detects the useful signal. With decoding, the 
narrowband interference is smeared over the 

entire spectrum bandwidth being transformed 
into a noise pedestal lying below the convolved 
infor mation signal. 

A wideband interference is formed when 
the signal of  oscillator 2 is transmitted 
through PM2. At the receiver input, its 
spectrum resembles the noise spec trum of  
the information signal at the PM1 output. The 
total spectrum of  the signal and wideband 
interference at the receiver input, shown in 
Fig. 6a, coincides with the wideband noise 
spectrum that is continuous across a certain 
bandwidth. Figure 6b represents the receiver 
output spectrum obtained via convolution in 
PM3 at an input signal-to-noise ratio of  10 dB.

Fig. 7 shows the measured signal-to-
noise ratio at the receiver output (Ss/Sint) 
versus the ratio of  the inter ference and 
information signal levels at the receiver input 
(Sint/Ss) for the narrowband (1) and wideband 
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Fig. 6. The total spectrum of  a signal and wideband interference 
at the receiver (a) input and (b) output.

Fig. 7. Signal-to-interference ratio Ss/Sint at the receiver output vs. 
quantity Sint/Ss determined at the receiver input: (1) narrowband and 

(2) wideband interferences.
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(2) interferences. For a spread-spectrum 
communications system, the ultimate noise 
immunity is determined by the receiver input 
signal-to-noise ratio such that trans mitted 
information cannot be recovered at a given 
aver aging time.

The experiments have shown that the 
ultimate noise immunity is about 25 dB for both 
interference types. Information is transferred 
using a continuous nonperiodic chaotic coding 
sequence of  an arbitrary duration. Thus, 
dynamic code escape is ensured during the 
entire time of  data transmission. According 
to Shannon's the ory, in this case, a message 
virtually cannot be crypto graphically disclosed 
[31]. This result indicates that the chaotic-code 
spread-spectrum system under study offers 
much promise for high-security multistation 
mobile communications systems.

Formation and time synchronization of  
complex signals is the main problem arising 
when complex sig nals are involved in data 
transmission. The enumerative technique 
can be applied for searching suitable signals. 
In this technique, the correlation integral, 
where correlation is determined with respect 
to a shifted reference signal, is calculated. 
The time shift maximizing this correlation 
serves as an estimate of  the time instant of  
a received signal. However, when the region
of  a priori uncertainty of  a signal delay is big 
and the signal pro cessing gain is large, which 
guarantees high noise immunity, the hardware 
implementation of  this method results in a 
long search time interval and, with parallel 
processing performed by several correlators, 
overcom plicates communications equipment. 
The software implementation necessitates 
large-capacity RAM and high-speed processors.

Quick search algorithms are developed 
to reduce the search and synchronization 
time intervals. They include the fast Fourier 
transform and other spectral transformations 

which simplify the convolution proce dure. In 
the synchronization algorithm, the main goal 
of  signal transmission over a communications 
channel is the determination of  the time 
position of  a signal and information transfer is 
an auxiliary goal.

Signals whose bandwidth-duration product 
sub stantially exceeds unity are typically 
referred to as complex signals. It is known 
that, for any pulse, its bandwidth-duration 
product is close to unity. There fore, special 
algorithms spreading the signal spectrum have 
to be applied to increase this product to values 
exceeding unity.
Notethatsimplebinaryredundantcoding

compli cates the structure of  an information 
signal (especially for highly redundant 
codes) but does not considerably expand the 
bandwidth.

In designing complex-signal 
communications systems, the most difficult
task is to develop a synchroni zation system 
that does not deteriorate noise immunity 
and reduce the main information rate. The 
following additional circumstances should be 
taken into account. 

(i) Reduced stability of  reference oscillators 
and equivalent frequency fluctuations in
the communica tions channel necessitate a 
substantial increase in the synchroinformation 
rate and, hence, result in reduced noise 
immunity. 

(ii) The structure of  signals transferring 
synchroin formation may differ from that of  
signals transferring basic information; i.e., the 
former signals may be non optimal. 

(iii) Simple clock synchronization of  
complex com pound signals can be performed 
using the entire com plex form of  a compound 
signal, which necessitates synchronization over 
the period of  the total signal. 

With the direct convolution performed at 
the receiver input, synchronization and data 

INFORMATION TECHNOLOGIES DYNAMICCHAOSINFORMATIONTECHNOLOGIES
FORDATA,TRANSMISSION,STORAGEAND...



298

2 ISSUE | VOLUME 10 | 2018 | RENSIT

transmission can be realized using virtually 
identical methods. In this case, the functional 
circuit of  a radio terminal may contain only 
standard components. 

Synchronization involves the following 
successive procedures:

(i) search, i.e., smooth scanning over the 
phase of  either directly the clock frequency 
signal or the code combination of  a specific
subscriber; 

(ii) lock-in and synchronization of  the 
clock frequency, subscriber identification,
reporting synchroni zation with the subscriber, 
reporting the information sending start, and 
NLSgeneratorstart;

(iii) periodic control of  the synchrosignal 
para meters. 

Thus, in order to enhance the noise 
immunity of  the synchrochannel, it should 
transmit information not only at the beginning 
of  a communication session but during 
the entire cycle of  receiver-transmitter data 
exchange. 

When the signal is directly convolved 
at the input, the information channel and 
synchrochannel can employ a common 
bandwidth, but these channels should be 
structurally separated in the receiver and 
transmitter (the highest spectrum-spreading 
signal fre quency is the clock frequency of  the 
reference oscilla tor). Then, information on the 
phase of  the clock fre quency of  the reference 
oscillator and the subscriber's identification
code go through the synchrochannel. The 
presence of  synchrochannel communications 
is unin terruptedly controlled at both the 
receiving and trans mitting terminals. 

When the synchrochannel is stable at 
both terminals, theNLSgenerator is started.
It produces a nonpe riodic random sequence, 
which is used for data bit cod ing and decoding. 

The results obtained indicate that 
pseudorandom signal systems formed by 

chaotic algorithms may serve as coding 
sequences for wideband CDMA transmission 
systems. A digital spread-spectrum 
communications system with dynamic chaotic 
code escape exhibits high noise immunity 
and ensures highly secure data trans mission 
in complex electromagnetic environment in 
the presence of  intense interferences and 
multipatheffects.Highspeeddigitalprocessors
based on finitedimensional algorithms with
nonlinear dynamics produce a wide variety of  
binary chaotic codes, which provides for code 
division of  a large number of  subscribers. 
Data transmission with dynamic chaotic code 
escape impedes cryptographic disclosure of  
confidentialmessages.

e. dIgItal ChaotIC Code generator

During information coding, a coding sequence 
is superimposed over an information sequence 
according to a certain algorithm. In the 
information theory, it is known that the best 
coding function is a random pro cess (the white 
noise). When information is coded in digital 
communications channels, the most difficult
task is to generate binary random sequences.

Analog noise generators, which were 
intensively developed in past decades, find
specificapplications.Thus,theyareemployed
to produce an artificial interference and
calibrate various measuring instruments and 
devices [33]. Physical modeling involving such 
phenomena as radioactive emission, shot noise 
observed under electron thermal emission, 
or avalanche breakdown in a stabilitron does 
not yield real random processes. Therefore, 
random sequences are formed using various 
mathematical algorithms rather than physical 
processes. Progress in computational mathe-
matics initiated development of  special 
software tech niques for generation of  random 
number sequences. Using these algorithms, 
special statistical computa tional methods, such 
as the Monte Carlo method, were developed 
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[34] to meet, in particular, the needs of  cryp-
tography. Pseudorandom process generators 
are applied not only in cryptography but also 
in the theory of  com plexity and other branches 
of  discrete mathematics.

Random number sequences are generated 
using the following two approaches: a 
technique involving digiti zation of  analog 
physical processes and computational methods 
forgeneratingflowsof numbers that exhibit
statistical properties of  random numbers but, 
being pro duced by deterministic algorithms, 
are referred to as pseudorandom numbers. 

Based on the generating algorithm 
developed for forming a discrete chaotic 
sequence [35], a digital data transmission 
channel is modeled. The main element of  this 
model is a digital chaotic sequence generator, 
implementing the algorithm mentioned above. 

Discrete algorithms forming chaotic 
sequences and resembling those described 
in [19] are simple to realize using high-speed 
digital technology. Theoretically, such a 
digital successive computational algorithm 
can be implemented using a high-speed 
microprocessor package like a DSP [36]. 
However, the matrix technique of  chaotic
sequence generation, which is rather simple 
and cheap, provides for efficient operation
in real time. With this technique, a data table 
formed from a precalculated data array is 
stored in the high-speed RAM address space. 
For each complete set of  the input data from 
this table, current values of  a chaotic sequence 
are sampled. In this procedure, standard digi tal 
pipes of  any capacity (8-, 16-, or 32-bit pipes) 
can be employed. 

The emergence of  open telecommunications 
net works has initiated intensive development 
of  methods for information protection 
during data transmission, processing, and 
storage. This line is necessitated by the needs 
of  digital information coding and novel 

telecom munications technologies employing 
wideband com munications channels based on 
systems of  complex pseudorandom signals 
[32].

In spite of  the fact that there are a large number 
of  algorithms for generating pseudorandom 
processes, their statistical properties are usually 
far from those of  a random signal. Therefore, 
binary pseudorandom sequences are actually 
generated by the following recurrent algorithm: 
using a linear recurrent relation and certain 
initial values, a continuous sequence is con-
structed so that each subsequent term is found 
from the preceding ones. Attempts to adapt 
real-number opera tions for digital algorithms 
have failed, since replacing a real number by its 
approximation badly changes the statistics of  
a sequence obtained. A round-off  operation 
unpredictably disturbs a generating algorithm, 
and a sequence obtained becomes statistically 
dependent and, hence, nonrandom. 

In practical development of  multistation 
CDMA radio systems, an important problem 
is choosing the form of  coding sequences 
that exhibit not only good statistical and 
correlation properties but also enable one to 
form large signal ensembles, which guarantees 
high structural complexity and security of  data 
trans mission [32]. 

A discrete algorithm based on nonlinear 
dynamic systems is developed for producing a 
sequence of  inte ger numbers on the segment 
[0, 255]. This form of  the algorithm is chosen 
because it allows hardware imple mentation 
with a standard eight-bit microprocessor series 
having a sufficiently high clock frequency
(as high as 100MHz and higher). The delay
parameter is chosen to be equal to 16. The 
initialconditionsof thealgorithmarespecified
by a specific combination of  16 eightbit
binary numbers so that the initial point of  the 
dynamic system in the phase space belongs to 
a strange attractor and completely determines 
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the further behav ior of  the system. This 
enables one to uniquely repro duce a replica 
of  a formed chaotic signal at any point and 
instant. 

The parameters of  the dynamic system and 
initial conditions govern, within a wide range, 
the system behavior and the properties of  a 
generated chaotic sig nal. A possible large variety 
of  signals that can be obtained depending on 
initial data for the same algo rithm indicates 
that this method can be applied to pro duce big 
systemsof chaoticsignalswithspecifiedgoal
statistical properties. 

The investigation of  the generating 
algorithm involved thorough experimental 
tests for the absence of  regions where the 
sequence formed was regular and contained 
correlated terms. The theoretical estimate of  
the generated signal maximum period, which 
is limited due to a finite element set for the
algorithm under con sideration, is about 1038 
symbols. Increasing the delay or the number 
of  binary number digits, the probability of  
periodicity emerging in the generated chaotic 
pro cess can be still reduced. 

Investigation of  the algorithm parameter 
effect on the statistical characteristics of  the 
generated signal have revealed the parameter 
domains where the chaotic sequence produced 
by the algorithm exhibits the same statistical 
properties as a δcorrelated random process
and has a uniform signal probability density 
function over the entire interval of  admissible 
values.

We have analyzed the frequency at which 
groups consisting of  k identical symbols 
occur in a binary sequence formed by the 
algorithm under study and clipped afterwards. 
Comparison of  the dependence of  this 
frequency on k with the law 1/2k for an ideal 
ran dom process shows that they virtually 
coincide. 

Investigation of  the initial condition effect 
has shown that even the minimum (one bit) 
variation in the initial conditions completely 
changes the formed sequence in a number of  
steps of  about the delay value but retains the 
statistical characteristics; i.e., a new sequence 
belongs to the same ensemble of  the signal 
system. 

In order to evaluate the size of  the chaotic 
signal sys tem, we selected the segments of  
binary sequences that were produced by the 
algorithm and satisfied specified correlation
properties. The analysis has shown that the 
ensemble formed is large; i.e., its size exceeds 
the sig nal processing gain. The ensemble size 
is several times as large as the size of  the signal 
system of  an M sequence, which is currently a 
typical coding signal. 

Based on the generating chaotic algorithm 
for form ing discrete sequences, a model digital 
random number generator is developed and 
investigated. 

Discrete algorithms forming chaotic 
sequences sim ilar to those described in [19] 
can be easily imple mented using high-speed 
digital technology. Theoreti cally, recurrent 
digital computational algorithm can be realized 
using a high-speed microprocessor package 
likeaDSP[36].However,thematrixtechnique
of  cha otic sequence generation, which is 
rathersimpleandcheap,providesforefficient
operation in real time. With this technique, a 
data table formed from a precal culated data 
array is stored in the high-speed RAM address 
space. For each complete set of  the input data 
(address) from this table, current values of  a 
chaotic sequence are sampled. This technique 
enables one to intentionally change the chaotic 
algorithm by writing in ROM another table 
data array. In this procedure, stan dard digital 
pipes of  any capacity (8-, 16-, or 32-bit pipes) 
can be employed.
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The block diagram of  a digital chaotic 
signal gener ator realizing one of  the chaotic 
algorithms is displayed in Fig. 8. A number 
sequence of  eight-bit binary num bers is formed 
in a parallel code in the generator output bus. 
The chaotic algorithm can be started when 
the set of  initial conditions (whose various 
variants are stored in theROM) is specified.
Under loading various sets of  initial conditions, 
various random sequences are formed in the 
generator, which may be used for realiz ing 
dynamic key escape during information coding.

A prototype digital chaotic signal 
generator consists of  the following functional 
components: a device per- . forming number 
sampling from an array; ring stack 2; device 
specifying initial conditions 1; and clock fre-
quency grid former, represented in the block 
diagram by units 7-9. The prototype design 
contains an eight-bit data bus, which means 
that a discrete chaotic algorithm is produced 
using a set of  256 eight-bit binary numbers.

The device performing number sampling 
from an array is built around ROM 3. Since 
ROM is applied to realize sampling of  discrete 

values of  a chaotic sequence, one can use tabular 
calculations when the number of  possible 
discretenumbers isfiniteandadeterministic
algorithm is known. Therefore, a one-to one 
correspondence can be established between a 
finitenumberof discretevaluesandtheROM
address space of  a number array employed. 
This technique enables one to intentionally 
change the chaotic algorithm by writing in the 
ROM a different table data array. 

Ring stack 1 represents a set of  shift registers 
applied to store in the RAM data necessary for 
perform ing number sampling from an array. 
The ring stack is based on the RAM combined 
with a control unit. The device specifying 
initial conditions is implemented using the 
ROM, where the sets of  initial conditions are 
stored. These sets provide for loading the ring 
stack at the initial instant. Various sets of  initial 
conditions pro vide for various random process 
realizations produced by the digital chaotic 
signal generator. This circum stance ensures the 
controlled dynamic key escape dur ing digital 
information coding. The available number of  
all possible keys is limited only by the capacity 
of aspecificROM.

Clock frequency grid former 7-9 is intended 
for synchronization of  the processes in the 
eight-bit data bus in various generator units. 
The mode of  the random number generator 
is controlled by the corresponding enabling 
signal. This signal is used to load initial con-
ditions (or the law of  dynamic key escape). 
After that, the generator starts forming a 
random sequence; i.e., the operating mode of  
the generator is initiated. 

In order to obtain a one-bit binary sequence 
that can be used, in particular, in phase 
modulation, a sequence of  eight-bit binary 
numbers was clipped. 

The operation of  the model chaotic signal 
generator was analyzed on a computer. To this 
end, the eight-bit data bus of  this generator 
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Fig. 8. Block diagram of  a digital chaotic signal generator realizing 
the chaotic algorithm: (1) ROM for initial condi tion storing, (2) an 
RAM-based ring stack, (3) ROM for data array storing, (4)-(6) 
latch, (7)-(9) clock frequency grid former, (10) signal-clipping buffer 
register, (11) one-bit out put bus, and (12) clock oscillator. Control 
signals are desig nated by R/W A short transverse line section marks 

an eight bit data bus.



302

2 ISSUE | VOLUME 10 | 2018 | RENSIT

was connected to the IBM PC parallel port 
in the EPP mode (the two-way data exchange 
mode). In addition, the clock frequency of  the 
generator clock frequency grid former was 
synchro nized with the read time of  the parallel 
port. 

When a signal of  a certain set of  initial 
data arrived at the generator input, a binary 
sequence corresponding to the chaotic 
sequence produced by the generator under 
specified initialconditionswasformed in the
generator parallel output bus. Segments of  
temporal realizations of  the discrete random 
process were downloaded in separate files.
After that, correlation analysis of  the obtained 
signal system was performed using a computer. 
Theexperimentshaveverifiedtheidentity

of  the software and hardware implementations 
of  the chaotic algorithm. The actual operation 
speed of  the generator was limited by the time 
of  information reading from the ROM. The 
analysis of  the obtained segments has con-
firmedahighqualityof signalsformedfrom
realizations of  a digital chaotic sequence at the 
generator output. 

The digital generator of  random numbers 
based on the discrete chaotic algorithm 
is developed as a coding decoding device 
(codec) for radio terminals of  a wide band 
digital communications channel, as well as an 
information coding device for cryptographic 
encrypt ing systems. The chaotic algorithm 
enables one to pro duce a large system of  
codes, which is a substantial advantage over 
pseudorandom sequences currently applied, 
and guarantees high interchannel noise immu-
nity in multistation CDMA systems. The 
experiments have verified the identity of  the
software and hardware implementations of  
the chaotic algorithm. The actual operation 
speed of  the generator is limited by the time 
of  information reading from the ROM. 

4. NOISE RADAR AND RADIO-WAVE 
IMAGING 
Informativeness, accuracy, and resolution 
of  mod em radar measurements can be 
substantially enhanced using ultrawideband 
noise signals [37, 38]. At a band width of  
probingsignals(PSs)exceeding3GHz,spatial
resolution is better than 5 cm for an individual 
reflector.With this high resolution, complex
targets are recognized and informative radar 
images are constructed using microwave and 
millimeter-wave noise radars with optimum 
processing of  ultrawideband signals.

In the radar station (RS) receiver, noise 
signals treated by correlation or double-
spectral processing methods are coherently 
time- or frequency-com pressed, respectively 
[39]. Coherent compression and long-term 
accumulation of  probing noise signals ensure 
high (no less than 60 dB) noise immunity 
in the pres ence of  active and passive 
interferences. Since noise radars continuously 
radiate electromagnetic waves (EMWs) with 
a low power spectral density over a very wide 
frequency band, they ensure secure noise radia-
tion and exhibit electromagnetic compatibility 
with other equipment in service, including 
traditional and narrowband systems.

Ultrawideband PSs can penetrate plant or 
ground covers and artificial obstacles such
as walls of  build ings, concrete constructions, 
etc. Ultrawideband radars ensure high-
resolution detection of  military objects 
hidden in high forest vegetation and detection 
and identification of  antipersonnel mines
and minefields from electromagnetic fields
scattered in various (including backward) 
directions[40].Noisesignalprobingfollowed
by coherent processing and accumulation of  
energy of  useful scattered signals enables one 
to detect hardly noticeable remote objects 
covered by radio wave absorbing materials 
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owing to an increase in their radar cross section 
caused by bandwidth expansion.

A topical problem arising in noise radar is 
the cre ation of  ultra wideband noise signals 
sourceswithasufficient radiationpowerand
development of  optimum processing methods 
for these signals. Progress in the theory and 
applications of  dynamic chaotic systems 
offers the possibility of  developing solid-state 
and electron-wave self-excited oscillators for 
producing ultrawideband noise signals with 
a specified power and controlled spectrum
[41]. Modem coherent convolution devices 
for noise and noiselike signals, such as analog 
and digital correlators, convolvers, and code-
controlled phase demodulators, successfully 
perform correlation processing of  PSs over a 
bandwidth of  tens and hun dreds of  megahertz. 
Recent investigations in the field of  spectral
interferometry carried out by researchers of  
the IRE RAS have shown that noise signals 
at frequencies ranging up to several gigahertz 
(and even tens of  giga hertz) can provide 
high-accuracy radar measurements. Spatial 
resolution of  noise radars that use the spectral 
interferometry methods combined with 
ultrawideband noise signal cepstral processing 
may reach fractions of  a centimeter, which can 
substantially enhance informativeness of  radar 
measurements and offer the possibility of  
constructing detailed radio images of  complex 
and extended objects.

a. nonlInear sCatterIng of radIo waves 
and nonlInear radar

Novel technologiesused in radarengineering
that employ nonlinear electromagnetic 
radiation scattering from various objects 
provide for a considerable increase in the 
body of  information on the environment. 
Physically, these technologies are based on 
nonlinear scattering of  EMW s and the fact 
that thefield scatteredby anobject contains
spectral components that are absent in the 

incident field spectrum. Nonlinear scatter
ing effects enable one to detect various 
objects in the presence of  reflection from
surroundings of  the object through probing 
the medium by EMWs. Sometimes, remote 
information on dynamic processes evolving 
in an object and its surroundings can be 
obtained.Nonlinearscatteringiscausedbythe
fact that objects contain nonlinear elements 
(NEs) with nonlinear properties (imperfect
electrical contacts of  metal constructions, 
semiconductor elements of  electronics, etc.) 
[42]. 

At present, nonlinear effects are mainly 
used in two areas: remote detection of  objects 
that are nonlinear wave scatterers, such as mine 
orshotfiringdevicesandcamouflagedvehicles
and armament equipment, and design and 
investigation of  artificial nonlinear scatterers
(NSs), includingmarkers for designation and
remote search of  objects and people [43l 

Active interest in the following novel 
research lines has emerged:

(i) remote analysis of  system dynamics;
(ii) design of  elementary NSs serving as

sensors of  the local state of  their surroundings; 
(iii) development of  systems of  NSs

for recognizing moving objects, signal 
retranslation,andcontrolof afixedspacearea;

(iv) development of  systems for remote 
diagnostics of  engineering objects and 
constructions; 

(v) development of  remote search systems 
for rock analysis. 
ApassiveEMWscatterercontainingNEs,

whoseelectricparametersσ,µ,andεdepend
on the currentflowing through this element,
is conventionally ref  erred to as a nonlinear 
object. Due the aforementioned prop erties, 
the signal scattered by a nonlinear object may 
contain components that are absent in the 
incidentfield.
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The secondary (scattered) field may be
caused by various mechanisms. This can be 
illustrated by the fol lowing example of  quasi-
monochromaticPSscatteringfromanNS.
(a)AdistortingNScontainsanNEwiththe

current nonlinearly depending on the applied 
voltage, which results in the emergence of  
higher harmonics in the fre quency spectrum, 
i.e., in distortions of  the spectrum. 
(b) a subharmonic NS contains power

consuming NEs, whose presence (under
certain conditions) ini tiates a parametric 
resonance and induces subharmonic currents 
in the scatterer. 
(c)SpeciallysynthesizedNSscontainNEs

producingasecondaryfieldduetoad.c.field
componentinducedinanNSaffectedbyaPS.
Afterthat,thesetof NEsincorporatedinthe
NSformanarbitraryspecifiedNSresponseto
a PS. 

Common features of  these interaction 
mechanisms are remote reception of  the EMW 
source energy and the presence of  the antenna 
part (which is usually linear), an NE, and a
secondaryfieldwithspreadspectruminduced
by the NEPS interaction. Nonradiating
systems that contain active elements providing 
for the inter nal dynamics of  these systems also 
mayserveasNSs.

Research into nonlinear scattering from 
mechanical systems, electronics, and its 
components aimed at developing methods 
of  their detection is the area most thoroughly 
studiedandtechnicallycopedwith.Nonlinear
radar is a conventional term used in this area. 
At present, the concept of  an NS has been
developedinwhichanNSisinterpretedasan
electrodynamic structure containing a finite
number of  discrete nonlinear elements. The 
dependence of  the scattered signal inten sity on 
thedepthof NSembeddinginthesoil,thesoil
humidity,andtheNSangularpositionhasbeen
ana lyzed. Studies of  the properties exhibited by 

NEs(numerousmetaloxidemetalstructures)
in the time and frequency domains and their 
dependence on vari ous factors are now in 
progress. Most investigations involve the 
analysis of  amplitude, frequency, and polar-
izationpropertiesof NSs.Inparticular,ithas
beenfoundthatNSamplitudecharacteristics
may be discon tinuous functions and there 
is no one-to-one relation ship between the 
polarizations of  the incident field and the
field scattered from anNS.This relationship
isdeterminedbynotonlytheconfigurationof 
theNSlinearpartanditsangularpositionwith
respecttothePSfieldbutalsothedirectionof 
conductivityof NEsincorporatedinanNS.

The statement that, with nonlinear radar, 
the received signal intensity decreases with 
distance as 1/R6 has to be corrected for second-
ordernonlinearfields(NFs)infreespace.
Generally, NS amplitude characteristics

have qua dratic, linear, and saturation sections 
(and may even break). Therefore, the received 
fieldvectorfluxmaybeproportionalto1/R2, 
1/R4 (as with linear radar) or l/R6 and even 
increase with R.

Passive scatterers are the most widely 
manufactured NSs. The first markers were
half-wave diode-loaded vibrators and could 
be used, for example, to find survivors. The
information content of  their response was 
equaltoonebit.Aninfinitelylongservicelife,
low cost, and good mass-size characteristics of  
these scatterers stimulated their production. 

Generally, a marker contains an antenna, 
a transmit ter, receiver, and memory unit. A 
marker usually weighs no more than tens of  
grams. Marker operating bandwidths range 
from hundreds of  kilohertz to 5 GHz. In
low-frequency markers, their built-in antennas 
repre sent windings. A marker may respond 
attheNForPSfrequencyoratitsown(PS
independent) frequency. In the latter case, the 
d.c.fieldcomponentinducedinthemarkerNE

YURIV.GULYAEV,ROSTISLAVV.BELYAEV,GEORGYМ.VORONTSOVNIKOLAYN.
ZALOGIN,VALERYI.KALININ,ERASTV.KALIANOV,VLADIMIRV.KISLOV,VLADIMIR
YA.KISLOV,VLADIMIRV.KOLESOV,EVGENYA.MYASIN,EVGENYP.CHIGIN INFORMATION TECHNOLOGIES 



305

RENSIT | 2018 | VOLUME 10 | ISSUE 2

is used to feed the modulator or the marker 
high-frequency oscillator. A PS may carry an 
address query. The information content read 
from marks may amount to hundreds of  bits. 
Admissible speeds of  objects that are supplied 
with marks and move near readers may be as 
high as 300 km/h. One can readily see that, at 
a limited duration of  a contact with a mark, 
the identification range depends on the read
informa tion content, which determines the 
reader receiver bandwidth. The energy portions 
corresponding to the information contents 
of  an address query and a mark response, a 
carrier chosen, and the mark location on a 
marked object are of  much importance for 
identification.

Using the technology described above, 
environment state sensors involved in remote 
controlcanbedevelopedintheformof NSs.
The presence of  discontinuities in amplitude 
characteristicsof certainNSsand their small
sizes ensure nondestructive testing of  EMW 
field distribution. These simple artificial
NSs provide for remote recording of  weak
perturbations of  the incident stationary EMW 
fieldthatarecausedbyvariablesurroundings,
for example, by moving objects or living beings. 
Linear objects can be recognized when they 
move along an NS array. Studies have been
performed on detection of  living beings and 
remote measurements of  their physiological 
parameters. The method is based on the 
analysis of NFs scattered from deenergized
electronics surrounding these beings. The 
EMW irradiating them must have an intensity 
sufficientforNFreception.

It has been found that a system of  
subharmonic scatterers (SHSs) may exhibit
collective effects manifesting themselves in 
a certain hierarchy; i.e., as the PS wavefront 
approaches, scatterers that were earlier excited 
may impose their scattered field phases on
other SHSs included in the system. The

conditions imposedonPSs and relative SHS
position that provide for transformation of  
a generally stochastic system response into a 
deterministic one have been established. In 
this case, the flickering backward scattering
pattern of  the system acquires a fixed form,
which enables one to control the propagation 
speed of  the excitation and synchronization 
processes in the system [44]. 

We should mention the following research 
problemsarisinginthefieldsdescribedabove
and calling for special studies:
(i) NSrecognition;
(ii) determinationof NScoordinates;
(iii) development of  processing methods;
(iv)increasingtheefficiencyof synthesized

NSs;
(v) investigation of  scattering from NSs

and possibilities of  its application at higher 
frequencies, which can provide for more 
efficient spatial NS selection and facilitate
formationof denserEMWfluxes.

The use of  complex WBSs in nonlinear 
radar can substantially increase the radar signal 
informativeness. 

4. CHAOTIC ALGORITHMS APPLIED 
FOR INFORMATION PROTECTION, 
PROCESSING, AND TRANSMISSION
a. InformatIon maskIng By multImode 
Chaos applIed to BatCh transmIssIon 
Chaotic masking is of  interest for batch 
communications, which are increasingly being 
widely expanded at present. For example, the 
digital WAP protocol being introduced into the 
GSM standard, used in cellular communications, 
implies multimedia support, including real-
time video signal transmission. Application 
of  novel telecommunications technologies 
of  packet data transmission, conventionally 
referred to as General Packet Radio Service 
(GPRS) and Enhanced Data Rates for GSM 
Evolution (EDGE) will increase the data 
rate up to 171.2 and 384 kbit/s, respectively. 
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However, the universal communications
system of  the third generation, referred to 
as Universal Mobile Telecommunications 
System, requires a rate no lower than 2.048 
Mbit/s. Today, the GPRS technology provides 
for a gradual transition from current cellular 
communications to wideband strategy systems 
of  the third generation. Development of  
alternative packet data transmission methods is 
a topical problem. In particular, it is expedient 
to apply delay chaotic systems with multimode 
chaos. An application of  such a system is illus-
trated in Fig. 9, displaying the block diagram 
which contains transmitter consisting of  
elements 1-8 (Fig. 9a) and receiver consisting 
of  elements 9-16 (Fig. 9b) [45].

Oscillator 1 produces a driving pulse f(t) 
(pilot sig nal). After oscillations pass through 
splitter 2, oscillatory process γ1f(t), where γ1 
is the output capacity of  the transmitter, is 
inducedatthefirstoutputof thesplitter.This
output is connected to delay line 3. The process 
1γ1f(t) is realized at the second output. At the 
outputof thedelayline,φ1(τ)=γ1f(τ),whereτ
= t - T1 and T1 is the signal delay in line 3. Signal 
φ1(τ) arrives at driven oscillator 4 (a chaotic
generator with hard excitation), producing 
oscillatory process x1(t). If  transmitted message 
s(t) is modulated on oscillations x in device 6, 
signal z1(t) produced by summator 5 can be 
represented as z1 = x1(t) + x(t)+(1γ1 )f(t), 

and the signal at the amplifier 7 output isG 
z1(t), where Gistheamplifiergain.Thissignal
is radiated by antenna 8.

In the receiver, oscillations come from 
antenna9tosplitter10.Fromitsfirstoutput,
the received oscilla tions arrive at electron 
switch 11, which having trans mitted the pilot 
signal, is locked, so that driven oscillator 13 
(which is similar to oscillator 4) is affected 
only by the radio pulse that has passed along 
delay line 12 and chaotic oscillation produced 
by the transmitter are cut off. When the radio 
pulse is split into two equal parts, splitting loss 
is compensated in switch 11, so that radio 
pulse oscillations at either output coincide 
with those at the switch input. The oscillatory 
process at the splitter 10 input is determined 
by the quantity G z1(t) (with compensated 
loss in the transmitting channel).At thefirst
splitter output (at the switch 11 input), oscilla-
tions Gγ2z1(t),whereγ2 is the output capacity 
of  the receiver, are produced. At its second 
output,thesignal(1γ2)Gz1(t) appears. Being 
transmitted through the switch, the signal takes 
the form Gγ2(lγ1)f(t). The T2 delay in line 12 
yieldsthesignalφ2(τ)=Gγ2(1γ1)f(τ)if T2 = T1. 
This signal excites oscillator 13. Its oscillation 
x2(t) are applied to one of  the summator 14 
inputs.Thesignal(1γ1)γ2Gf(t) arrives at the 
other input. The total oscillatory process, 
determined by the expression z2(t) = x2(τ)+(1
γ1)γ2Gf(t), comes to one output of  subtractor 
15. The oscillation G(l γ2)z(t) (coming from 
the splitter 10 output) are applied to its other 
input. The difference oscillation z(t) = G(l - 
γ2)z1(t) - z2(t)affectdetector16.Havingbeen
nonlinearly trans formed, integrated, and 
filtered,theoutputsignalispickedoff detector
16. 

Fig. 10 shows typical power spectra 
obtained with data transmission. Fig. 10a 
displays power spectrum S1 at the device 6 
output and spectrum S3 at the receiver output. 
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Fig. 9. Block diagrams of  an (a) transmitter consisting of  elements 
(1)-(8) and (b) receiver consisting of  ele ments (9)-(16).
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Fig. 10b represents power spec trum S2 at 
the amplifier 7 output. In the simulations,
oscillators 4 and 13 are described by nonlinear 
differen tial equations with retarded argument 
when the NE characteristic provides for
hard excitation. For simplic ity and clearness, 
transmitted signal s(t) isspecifiedintheform
of  a periodic function. 

One can see in Fig. 10b that the power 
spectrum at the receiver output represents 
the chaotic character of  oscillations. The 
transmitted regular signal is reliably masked. In 
the receiver, the transmitted signal is dis tinctly 
detected (curve S3 in Fig. 9a).

B. pseudoholographIC InformatIon 
CodIng

Emergence of  novel telecommunications 
technolo gies and development of  methods 
of  transmitting and storing large bodies of  
digital information necessitate solving the 
problemof  efficient information recovery at
unavoidable transmission, archiving, and long-
term storage losses as well as providing for a 

high data rate and the possibility of  fast access. 
Pulse noise in a chan nel observed during 
transmission, write and read faults (faults 
of  the latter kind occur when information 
is read from magnetic and optical media), 
imperfect technol ogy, and various damage of  
a magnetic coating occur ring during storage 
result in losses of  both isolated bits and whole, 
sometimes considerable, information blocks. 
The use and storage of  information in the elec-
tronicformfindincreasinglywideapplications
in the modern world. Almost all big libraries 
and depositories transfer their archival stocks 
to digital media. There fore, development of  
special coding methods that are necessary for 
information transmission, processing, and 
storage and ensure efficient recovery of  lost
infor mation is an urgent problem. 

In this context, the physical principle of  
optical holography (this term originates from 
the Greek words holos and grapho meaning 
entire or whole and write, respectively). 
Optical holography represents a tech nique of  
recordingthephasepatternof wavefieldsscat
tered by objects on a photocarrier (hologram). 
The phase pattern is recorded using a reference 
coherent wave. This technique is actually 
analog coding of  object images. An important 
and useful feature of  this coding technique is 
the fact that, owing to sphericity of  scattered 
waves, information on each scattering point of  
an object is uniformly spread over the entire 
hologram, which provides for the possibility 
of  valid recovery of  an original image from a 
small fragment of  a hologram using reference 
coherent radiation (key). Even an irre trievable 
loss of  a considerable hologram section does 
not prevent one from recovering an integral 
image through decoding. A deteriorated quality 
of  a recovered image manifests itself  only in a 
certain decrease of  brightness and contrast. 

As with optical holography, the most 
demonstrative is digital image recovery. 
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Fig. 10. Power spectra of  the transferring information according to 
diagrams presented in Fig. 9: (a) spectra S1 at the transmitter device 
6 output and S3 at the receiver device 16 output and (b) spectrum 

S2 at the transmitter amplifier 7 output.
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Obviously, any text informa tion can be 
represented in a graphical form.

The matrix consisting of  zero and unity 
elements, which is an analog of  a bitmap image, 
may serve as a physical model of  a digital image 
that is to be coded. In this case, one can assume 
that a black (white) image element corresponds 
to unity (zero). Obviously, this representation 
of  graphical information can be extended to a 
color image by superposing several matri ces, 
as is done in color printing art or television. 
Depending on resolution, a single element of  
an image (pixel) may represent both a single 
point and a set of  bitmap points. 

When the bitmap matrix is transformed 
through renumbering (mixing) its terms so that 
any compact subset of  elements is uniformly 
distributedover the entirematrixfield, black
and white bitmap elements are mixed and the 
image becomes uniformly gray. The inverse 
one-to-one transformation returns all elements 
to their original positions, and the image is 
recovered in the original form. This matrix 
transformation should ensure satisfactory 
reproduction of  an image as a whole upon 
decoding even if  a part of  the transformed 
matrix is lost. Thus, the method of  digital image 
coding is a direct analog of  optical holography. 
Notethatanintegralimagecanberecovered

from a fragment of  the coded one using 
various techniques, such as the well-known 
two-dimensional (2D) Fourier transform and 
other similar transformations. However, in
this case, image elements are mixed rather 
nonuni formly. Coding methods that employ 
decomposition of  image elements into spatial 
harmonic modes and take into account phase 
differences between them are analog methods 
even when a discrete analytical approach is 
applied. 

A simple 256x256 matrix containing zero 
and unity elements arranged in the form of  the 
letters of  the Rus sian alphabet was chosen as a 

model image to be coded (Fig. 11a) [46]. The 
matrix elements were mixed through double 
permutation according to a pseudoran dom law. 
In order to ensure a uniform distribution and 
one-to-one coding transformation, a random-
number generator produced for each matrix 
line a special mix ing code which consisted of  
random permutations of  the entire set of  256 
integers belonging to the natural series. Thus, a 
coding matrix was composed: It con tained 256 
lines with various pseudorandom sequences of  
256 integers from the number interval {1, 256}, 
which were randomly mixed. Using this matrix, 
the ele ments in the lines of  the original image 
matrix were randomly renumbered according 
tothelawspecifiedbythecorrespondingline
of  the coding matrix.
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Fig. 11. An example of  pseudoholographic coding of  graphic 
information: (a) original image of  the Russian alphabet on 
a 256x256 matrix, (b) coded image obtained upon uniform 
pseudorandom mixing of  elements over the entire matrix area, (c) a 
damaged coded image, (d) the image recovered from the corresponding 
truncated matri ces, (e) a fragment of  a coded image, and (f) the 

image recovered from its fragment.
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The image matrix thus renumbered was 
rotated through 90°. As a result, lines (columns) 
turned into columns (lines). After that, a new 
coding matrix was formed from pseudorandom 
sequences of  256 numbers belonging to the 
natural series {1, 256} and the next mixing was 
performed. The second renumbering yielded 
a matrix consisting of  the original matrix 
elements, which were completely mixed. The 
ijth element of  the original matrix became the 
lmth element with the probability 1/2562; i.e., 
black and white elements of  the image were 
rather uniformly distributed over the entire 
area of  the transformed matrix. The image 
turned into a gray square (Fig. 11b). 

The inverse transformation can be 
performed using decoding matrices, i.e., 
matrices returning renumbered elements to 
their original positions. A lost part of  a coded 
image can be imitated in various ways. In the 
matrix corresponding to a coded image, the 
elements of  an arbitrary block may be replaced 
by zeros so that the original matrix dimension 
is retained. This operation resembles the 
whitening procedure. An original image is 
recovered from a fragment of  the coded one 
irrespec tive of  what section of  the coded 
image is damaged. Figs 11c and 11e show a 
variant of  the damaged coded image. One 
can see an array of  whitened col umns and a 
fragment representing a one sixteenth of  the 
coded image. The original image recovered 
in the pres ence of  these damages is displayed 
in Figs. 11d and 11f. It is distinctly seen that 
the original picture is rather sat isfactorily 
recovered from undamaged fragments of  the 
transformed matrix. Naturally, as the matrix
area involved in recovery is reduced, the image 
becomes less distinct. The results obtained 
confirm the analogy between the proposed
coding method and the principle of  entire 
image recovery from a hologram fragment. 

Using additional approximation methods 
for image recovering from a coded fragment, 
the recovery efficiency can be substantially
enhanced. In this situation, a priori information 
on the image character enables one to choose 
themost efficient approximationmethod. In
particular, gray-scale pictures are well recovered 
using a median spline and contour images 
(text, drawings, or diagrams) are adequately 
recovered using methods that improve the 
linear contrast [22].

Simulations show that the main requirement 
of  a coding algorithm is uniform mixing of  
individual ele ments of  an information block 
over the entire space. The second important 
requirement is one-to-one infor mation block 
recovery, which means that, during decoding, 
the inverse transformation must not map dif-
ferent elements into a single point. 

Coding matrices providing for image 
element mix ing according to a pseudorandom 
law can be composed using both standard 
pseudorandom number generators and special 
programs for pseudorandom integer number 
generation, such as discrete chaotic algorithms 
[21]. Note that, as the body of  information
blocks increases, the efficiency of  recovery
from fragments strongly depends on the 
degree of  uniformity of  original infor mation 
mixing. Therefore, using deterministic chaotic 
algorithms to this end may be extremely 
important. 

During long-term storing of  digital 
information in the electronic form on 
magnetic and optical media, as well as during 
its transmission over imperfect commu-
nications channels, rather large information 
blocks may be lost. The graphical information 
coding method pro posed enables one to 
substantially reduce such losses since, during 
image recovering (decoding), large lost blocks 
are replaced by losses of  isolated image points, 
which do not deteriorate the integral perception 
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of theimageasawhole.Notethatinformation
coded accord ing to the algorithm proposed 
can be compressed using various methods that 
efficientlyreduceinformationcontent.

An additional advantage of  the method 
developed for digital information coding is 
cryptographic stabil ity. The operation of  matrix 
element mixing actually is key encryption, the 
key length being equal to the infor mation array 
length. This means that, even when a cod ing 
technique is known, decoding of  this image via 
sim ple key search is a problem whose solution 
necessitates resources exceeding those of  
modern computers. Indeed, the number of  
possible permutations is 256 ! ~ 10507 even for a 
small information block (with 256 ele ments in 
aline).Amodernpersonalcomputerclassifies
thisnumberof variantsasinfinity.Therefore,
unautho rized decoding of  such information 
can be performed only through revealing the 
algorithm of  composing the matrix providing 
for image element mixing. Informa tion coded 
using the method proposed can be stored in 
free-access archives· and transmitted over 
open infor mation channels guaranteeing data 
security. 

CONCLUSIONS
At present, progress in modem information-
tele communications systems and information 
technologies is primarily determined by 
development of  software and algorithms 
ensuring data protection during trans mission, 
processing, and storing in computer networks 
and by explosive expansion of  personal 
wireless, rapid growth of  the number of  
users, increased user mobility, and necessity of  
transmitting various kinds of  infor mation. 

We have reviewed promising applications 
of  infor mation technologies based on dynamic 
chaos and aimed at information transmission, 
processing, storage, and protection. Finite-
dimensional mathematical algo rithms are 
proposed for calculating chaotic signals. They 

are based on the method of  reconstructing 
non lin ear dynamics in dissipative systems 
with delay. A digi tal chaotic binary code 
generator involving high-speed digital devices 
is developed. It is suggested to apply discrete 
chaotic algorithms for protection, processing, 
and transmission of  information including 
graphical information (in the latter case, it is 
suggested to use pseudoholographic coding). 
These algorithms are rea lized. 

Applications of  information technologies 
implyphysicalrealizationof aspecificcoding
process during data transmission, processing, 
and storage in telecom munications systems 
andcomputernetworks.Progressinthisfield
is ensured by an increase in performance speed 
and noise immunity of  information channels. 
Thisisnecessitatedbythedemandforefficient
chan nels of  information exchange and control 
of  distributed networks and automatic remote-
control systems, where an error or a partial 
information loss may result in cat astrophic 
consequences, even to the point of  the loss of  
an entire system. 

Using the example of  a telecommunications 
radio terminal of  a spread-spectrum wideband 
digital com munications channel, we have 
experimentally investi gated information 
technologies of  a digital communica tions 
channel whose spectrum is spread by coding 
cha otic signals. It is shown that, during data 
transmission, this channel efficiently spreads
the carrier spectrum by transforming the 
carrier into a noise signal in a wide frequency 
band. During data transmission, spectrum 
spreading guarantees energy security (necessary 
detectability), and the noiselike carrier formed 
ensures efficient structural security of  the
communication chan nel. The communications 
channel implemented using these concepts 
exhibits high security, since it is virtu ally 
impossible to recover a chaotic spectrum-
spread ing function and convolve a WBS at 
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unauthorized reception. As chaotic codes are 
mutually orthogonal, WBSs can be statistically 
divided in the communica tions channel in the 
presence of  multipath effects if  the relative ray 
delay exceeds the duration of  a single sym bol 
of  a chaotic code.

Global expansion of  various open 
telecommunica tions systems and rapid growth 
of  the number of  sub scribers necessitate 
information protection guaranteed not 
only at the level of  state structures, special 
services, or business circles but also at the 
level of  each individ ual user. In information 
networks, this problem is due to information 
loss caused by low noise immunity of  various 
communications channels rather than to data 
closing from unauthorized access. The problem 
of  enhancing communications channel noise 
immunity is the most urgent one in designing 
radio links. 

Modern integrated circuitry enables one to 
realize a purely digital radio channel without 
analog microwave units when a microwave 
carrier, control signals, and digital information 
areformedwithaunifiedfrequencygrid.This
circumstance offers additional possibilities 
of  overcoming technical restrictions due to 
the necessity of  combining analog and digital 
units in modem comput erized equipment of  
telecommunications channels. 

The use of  ultrawideband chaotic signals 
in modem radar provides for substantial 
enhancement of  measure ment informativeness, 
accuracy, and resolution, which enables one 
to obtain detailed radar images of  complex 
and extended objects in the microwave and 
millimeter wave bands. Continuously radiating 
noise radars are characterized by high security 
and exhibit electromag netic compatibility with 
other facilities in service, including traditional 
and narrowband systems. 

Rapid progress in semiconductor 
microelectronics and its circuitry has already 

resulted in designing sub micron elements. 
Furtherprogress in thisfieldwillbepossible
upon creation new elements whose sizes are 
about tens of  nanometers or a few nanometers. 
A prom ising line of  the electronics progress is 
molecular nano electronics. 

Molecular electronic devices can provide 
for extremely high integration of  individual 
elements. The use of  these elements as 
nanoelectronic circuitry will enable one to 
develop digital information technologies 
of  a new generation with a new hardware 
infrastructure, create structurally developed 
neural and cell-automaton systems based 
on binary and multilevel logic, and design 
telecommunications systems of  a new genera-
tion with high information capacity that involve 
chaotic signals with a high fractal dimension. 
Complex devel opment of  these systems 
could fundamentally contrib ute to solving the 
problemof artificialintelligence.
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